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Early last year, the Kirwan Institute for the Study of Race & 
Ethnicity published its first issue of the State of the Science: Implicit Bias 
Review to help raise awareness of 30 years of findings from neurology and 
social and cognitive psychology showing that hidden biases operating 
largely under the scope of human consciousness influence the way that we 
see and treat others, even when we are determined to be fair and objective. 
This important body of research has enormous potential for helping to 
reduce unwanted disparities in every realm of human life.

Dear Reader,

THE RESPONSE TO KIRWAN’S  State of the Science report 
was overwhelmingly enthusiastic. It was clear that the 
publication responded to a broad desire for more infor-
mation about what brain science has discovered about un-
conscious biases and the interventions that might counter 
their negative effects. 

Teachers, physicians, judges, lawyers, administrators, busi-
nesses, foundations and others from across the United 
States requested copies and then returned for more guid-
ance about how to incorporate the lessons of this research 
into their organizations and workplaces. Researchers sent 
messages of thanks for the bridge that the publication pro-
vided between their work and the audiences that needed 
to know about and understand it. 

It is our great pleasure, therefore, to provide to the field this 
second issue of the Kirwan Institute’s State of the Science: 
Implicit Bias Review. We hope that it will continue to assist 
you and your colleagues in your work for a more equitable 
and inclusive society. 

Please let us hear from you.

Sharon L. Davies 
Executive Director
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BEYOND THESE HIGHLY-PUBLICIZED incidents, many other developments in the 
field merited attention. Renowned implicit bias researchers Mahzarin Banaji and 
Anthony Greenwald released Blindspot: Hidden Biases of Good People, a scientif-
ic yet highly-approachable book on implicit bias and how it surreptitiously can 
affect numerous aspects of our daily lives. Several esteemed organizations and 
entities devoted conference sessions (and in some cases entire conferences) to 
highlighting implicit bias and its implications, including the W.K. Kellogg Founda-
tion’s America Healing Conference (April 2013), the Texas Center for the Judicia-
ry’s Implicit Bias Conference (March 2013), and the Minority Corporate Council 
Association’s Creating Pathways to Diversity Conference (September 2013), among 
others. Outside of the United States, relevant conferences included the Implicit 
Bias and Philosophy Project’s conference on Implicit Bias, Philosophy, and Psy-
chology (April 2013 in the UK) and the Trent University Implicit Bias Conference 
(March 2013 in Canada). 

Implicit bias also garnered attention in some popular mainstream publications. 
The September 2013 issue of Essence magazine featured an extensive interview 
with Dr. David R. Williams on the effects of implicit biases in the health care field 
(see Wilkerson, 2013). In addition, a New York Times column by David Brooks 
from early in the year not only summarized a few key findings from implicit bias 

By many accounts, 2013 was a great year of growth 
for implicit bias research, both in terms of the range of published 
scholarship as well as the extent to which the concept infiltrated the 
public domain. Implicit bias is increasingly being included in current 
events dialogue, often in light of emotionally-charged situations 
such as the Trayvon Martin/George Zimmerman altercation (see 
Chapter 3) or the unfortunate police shooting death of Jonathan 
Ferrell (McLaughlin, 2013).

INTRODUCTION



13THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

research, it also called for additional efforts to eradicate this unconscious form 
of discrimination:

“Sometimes the behavioral research leads us to completely change how we think 
about an issue. For example, many of our anti-discrimination policies focus on 
finding the bad apples who are explicitly prejudiced. In fact, the serious discrimi-
nation is implicit, subtle and nearly universal. Both blacks and whites subtly try 
to get a white partner when asked to team up to do an intellectually difficult task. 
In computer shooting simulations, both black and white participants were more 
likely to think black figures were armed. In emergency rooms, whites are pervasively 
given stronger painkillers than blacks or Hispanics. Clearly, we should spend more 
effort rigging situations to reduce universal, unconscious racism” (Brooks, 2013).

Articles and events such as these illuminate the extent to which this fascinating 
phenomenon has gained traction and is increasingly permeating public discourse. 

UNIVERSITY INITIATIVES

Moreover, some institutions of higher education have embraced raising aware-
ness of implicit bias as a university-wide initiative. Beyond acknowledging the 
phenomenon on human resources/hiring web pages, these efforts seek to en-
lighten members of the university community regarding the numerous effects 
of implicit bias, both on campus and in larger societal dynamics. For example, 
the University of Colorado-Boulder has a working group open to any member of 
the university community that meets monthly to explore various facets of im-
plicit attitudes and consider how these unconscious attitudes affect work and 
the campus environment. 

Here at The Ohio State University, the Kirwan Institute has joined a dynamic col-
lective of university departments and entities that seeks to increase implicit bias 
knowledge and awareness across campus.1 Known as the Implicit Bias Collabo-
rative, this group organizes various events and programs designed to foster and 
further a university-wide conversation about implicit bias, thereby cultivating a 
work and educational environment that supports equity and dignity for all. Efforts 
spearheaded by members of this collaborative have already produced several 
successful and informative events since its launch in mid-2013. In the hopes of 
inspiring other entities seeking to share implicit bias research within their re-
spective institutions, a few of these events are highlighted in call-out boxes pe-
riodically throughout this Review document.

1. The OSU Implicit Bias Collaborative includes representatives from the Office of Diversity and Inclusion, the 
Diversity and Identity Studies Collective (DISCO), Gender Initiatives in STEMM, Office of Human Resources, the 
Kirwan Institute for the Study of Race and Ethnicity, the OSU Center for Ethics and Human Values, Project CEOS: 
Comprehensive Equity at Ohio State, The Women’s Place, University Senate Diversity Committee, and the Ohio 
State University Wexner Medical Center. 



14 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

2. The 2013 edition of the State of the Science: Implicit Bias Review 2013 is available at  
www.kirwaninstitute.osu.edu/implicit-bias-review

ABOUT THIS REVIEW

As a follow-up to the tremendously popular 2013 edition of the State of the Science: 
Implicit Bias Review,2 this publication builds on the foundation laid by that docu-
ment. For those who may be unfamiliar with implicit bias and the science behind 
it, Chapter 1 serves as a primer to introduce the topic, capturing some of the key 
ideas that were discussed at length in the 2013 edition. The next two chapters 
focus on the scholarly literature from 2013, with Chapter 2 detailing many of these 
recent publications, and Chapter 3 taking a step back to reflect on some of the 
larger trends occurring in the field stemming from this 2013 literature. Chapters 
4 and 5 delve into the concept of implicit racial bias as it operates within partic-
ular domains, specifically employment and housing. Following the conclusion, 
this publication closes by including materials in the appendices that may be 
useful to those who are seeking to educate others regarding implicit racial bias. 

It is also important to note that while this Review largely focuses on implicit racial 
and ethnic biases, a wide variety of characteristics (e.g., gender, age, religion) can 
activate implicit biases. Moreover, while the intention of this document is to be 
as comprehensive as possible, it should not be regarded as exhaustive due to the 
tremendous quantity of implicit bias literature that exists. Finally, for consistency 
in this text, I favor the use of the term “implicit bias,” though it is crucial to recog-
nize that the scholarly literature also embraces the terms “unconscious bias” and 
“implicit social cognition,” all of which generally refer to the same phenomenon.

“Implicit biases come from the culture. I think 
of them as the thumbprint of the culture on our 
minds. Human beings have the ability to learn 
to associate two things together very quickly—
that is innate. What we teach ourselves, what 
we choose to associate is up to us.”
Dr. Mahzarin R. Banaji, quoted in Hill, Corbett, & Rose, 2010, p. 78



1CHAPTER ONE

Primer on Implicit Bias
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I mplicit bias refers to the attitudes or stereotypes that affect our understand-
ing, actions, and decisions in an unconscious manner. These biases, which en-
compass both favorable and unfavorable assessments, are activated involun-

tarily and without an individual’s awareness or intentional control (Blair, 2002; 
Rudman, 2004a). Residing deep in the subconscious, these biases are different from 
known biases that individuals may choose to conceal for the purposes of social 
and/or political correctness. Rather, implicit biases are not accessible through 
introspection (Beattie, 2013; Kang, et al., 2012). Internationally acclaimed social 
scientist David R. Williams grounds the conceptual in real world realities when 
he states, “This is the frightening point: Because [implicit bias is] an automatic 
and unconscious process, people who engage in this unthinking discrimination 
are not aware of the fact that they do it” (Wilkerson, 2013, p. 134). 

Everyone is susceptible to implicit biases (Nosek, Smyth, et al., 2007; Rutland, 
Cameron, Milne, & McGeorge, 2005). Dasgupta likens implicit bias to an “equal 
opportunity virus” that everyone possesses, regardless of his/her own group mem-
bership (Dasgupta, 2013, p. 239). The implicit associations we harbor in our sub-
conscious cause us to have feelings and attitudes about other people based on 
characteristics such as race, ethnicity, age, and appearance. These associations 
are generally believed to develop over the course of a lifetime beginning at a very 
early age through exposure to direct and indirect messages (Castelli, Zogmaister, 
& Tomelleri, 2009; Kang, 2012; Rudman, 2004a, 2004b). Others have written that 
implicit ingroup preferences emerge very early in life (Dunham, Baron, & Banaji, 
2008). In addition to early life experiences, the media and news programming 
are often-cited origins of implicit associations (Kang, 2012). Dasgupta (2013) 
writes that exposure to commonly held attitudes about social groups permeate 
our minds even without our active consent through “hearsay, media exposure, 
and by passive observation of who occupies valued roles and devalued roles in 
the community” (Dasgupta, 2013, p. 237).

“THE SOCIAL SCIENCE RESEARCH 
DEMONSTRATES THAT ONE DOES NOT HAVE 
TO BE A RACIST WITH A CAPITAL R, OR ONE 
WHO INTENTIONALLY DISCRIMINATES... ON 
THE BASIS OF RACE, TO HARBOR IMPLICIT 
RACIAL BIASES.”

Professor Cynthia Lee, 2013, p. 1577

UMSON
Highlight

UMSON
Highlight
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A FEW KEY CHARACTERISTICS OF IMPLICIT BIASES

 ■ Implicit biases are pervasive and robust (Greenwald, McGhee, & Schwartz, 
1998; Kang, et al., 2012; Kang & Lane, 2010; Nosek, Smyth, et al., 2007). Everyone 
possesses them, even people with avowed commitments to impartiality such as 
judges (Rachlinski, Johnson, Wistrich, & Guthrie, 2009).

 ■ Implicit and explicit biases are generally regarded as related but distinct mental 
constructs (Dasgupta, 2013; Kang, 2009; Wilson, Lindsey, & Schooler, 2000). They 
are not mutually exclusive and may even reinforce each other (Kang, et al., 2012). 
Some research suggests that implicit attitudes may be better at predicting and/
or influencing behavior than self-reported explicit attitudes (Bargh & Chartrand, 
1999; Beattie, Cohen, & McGuire, 2013; Ziegert & Hanges, 2005). Moreover, some 
scholars suggest that implicit and explicit attitudes should be considered in con-
junction in order to understand prejudice-related responses (Son Hing, Chung-
Yan, Hamilton, & Zanna, 2008).

 ■ The implicit associations we hold arise outside of conscious awareness; there-
fore, they do not necessarily align with our declared beliefs or even reflect stances 
we would explicitly endorse (Beattie, et al., 2013; Graham & Lowery, 2004; Gre-
enwald & Krieger, 2006; Kang, et al., 2012; Reskin, 2005). 

 ■ We generally tend to hold implicit biases that favor our own ingroup, though 
research has shown that we can still hold implicit biases against our ingroup 
(Greenwald & Krieger, 2006; Reskin, 2005). This categorization (ingroup vs. out-
group) is often automatic and unconscious (Reskin, 2000).

 ■ Implicit biases have real-world effects on behavior (see, e.g., Dasgupta, 2004; 
Kang, et al., 2012; Rooth, 2007). 

 ■ Implicit biases are malleable; therefore, the implicit associations that we have 
formed can be gradually unlearned and replaced with new mental associations 
(Blair, 2002; Blair, Ma, & Lenton, 2001; Dasgupta, 2013; Dasgupta & Greenwald, 
2001; Devine, 1989; Kang, 2009; Kang & Lane, 2010; Roos, Lebrecht, Tanaka, & 
Tarr, 2013).

MEASURING IMPLICIT COGNITION

The unconscious nature of implicit biases creates a challenge when it comes to 
uncovering and assessing these biases. Years of research led to the conclusion 
that self-reports of biases are unreliable, because we are generally weak at intro-
spection and therefore often unaware of our biases (Greenwald, et al., 2002; Kang, 
2005; Nisbett & Wilson, 1977; Nosek, Greenwald, & Banaji, 2007; Nosek & Riskind, 
2012; Wilson & Dunn, 2004). Moreover, self-reports are often tainted by social de-
sirability concerns due to impression management tactics through which some 
individuals modify their responses to conform with what is regarded as “social-
ly acceptable” (D. Amodio & Devine, 2009; Dasgupta, 2013; Dovidio, Kawakami, 
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Johnson, Johnson, & Howard, 1997; Fazio, Jackson, Dunton, & Williams, 1995; 
Greenwald & Nosek, 2001; Greenwald, Poehlman, Uhlmann, & Banaji, 2009; E. E. 
Jones & Sigall, 1971; Nier, 2005; Nosek, Greenwald, et al., 2007; Sigall & Page, 1971).

With these constraints in mind, researchers from several fields have developed 
assessments that seek to measure implicit cognition. One avenue of exploration 
focuses on physiological instruments that assess bodily and neurological reac-
tions to stimuli, such as through use of functional Magnetic Resonance Imaging 
(fMRI). These studies often focus primarily on the amygdala, a part of the brain 
that reacts to fear and threat and also has a known role in race-related mental 
processes (Davis & Whalen, 2001; A. J. Hart, et al., 2000; Pichon, Gelder, & Grèzes, 
2009; Whalen, et al., 2001). Findings from these studies indicate that amygdala 
activity can provide insights into unconscious racial associations (see, e.g., Cun-
ningham, et al., 2004; Lieberman, Hariri, Jarcho, Eisenberger, & Bookheimer, 2005; 
Phelps, et al., 2000; Ronquillo, et al., 2007). Other researchers have utilized tech-
niques such as facial electromyography (EMG) and cardiovascular and hemo-
dynamic measures as other physiological approaches to measure implicit prej-
udices (Blascovich, Mendes, Hunter, Lickel, & Kowai-Bell, 2001; Vanman, Saltz, 
Nathan, & Warren, 2004).

Another avenue for measuring implicit cognition has included priming methods 
in which a subliminal initial prime influences or increases the sensitivity of a 
respondent’s subsequent behaviors (Goff, Eberhardt, Williams, & Jackson, 2008; 
Tinkler, 2012). Finally, response latency measures that analyze how reaction times 
to stimuli can provide insights into how strongly two concepts are associated (D. 
Amodio & Devine, 2009; Kang & Lane, 2010; Rudman, 2004a).

THE PREMISE OF RESPONSE LATENCY measures undergirds one of the ground-
breaking tools for measuring implicit associations—the Implicit Association Test 
(IAT). The IAT, debuted by Anthony Greenwald and colleagues in 1998, measures 
the relative strength of associations between pairs of concepts though a straight-
forward series of exercises in which participants are asked to sort concepts (Green-
wald, et al., 1998). This matching exercise relies on the notion that when two con-
cepts are highly associated, the sorting task will be easier and therefore require less 
time than it will when the two concepts are not as highly associated (Greenwald 
& Nosek, 2001; Reskin, 2005). Any time differentials that emerge through these 
various sorting tasks provide insights into the implicit associations the test-taker 
holds. These time differentials (known as the IAT effect) have been found to be 
statistically significant and not simply a result of random chance (Kang, 2009). 
Moreover, an extensive range of studies have examined various methodological 
aspects of the IAT, including its reliability (Bosson, William B. Swann, & Penne-
baker, 2000; Dasgupta & Greenwald, 2001; Greenwald & Farnham, 2000; Green-
wald & Nosek, 2001; Kang & Lane, 2010; Nosek, Greenwald, et al., 2007), validi-
ty (Greenwald; Greenwald, et al., 2009; Jost, et al., 2009), and predictive validity 
(Blanton, et al., 2009; Egloff & Schmukle, 2002; Fazio & Olson, 2003; Greenwald 
& Krieger, 2006; Greenwald, et al., 2009; McConnell & Liebold, 2001). Generally 

UMSON
Highlight



19THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

speaking, this scrutiny has led to the conclusion that the IAT is a methodological-
ly sound instrument. In the words of Kang and Lane (2010), “After a decade of re-
search, we believe that the IAT has demonstrated enough reliability and validity 
that total denial is implausible” (Kang & Lane, 2010, p. 477).

The IAT has been used to assess implicit biases across a range of topics, including 
gender, weight, sexuality, and religion, among others. Of particular interest to the 
Kirwan Institute are findings related to race. The popular Black/White IAT analyzes 
the speed with which participants categorize White and Black faces with positive 
and negative words. The racial group that individuals most quickly associate with 
the positive terms reflects a positive implicit bias towards that group. Extensive 
research has uncovered a pro-White/anti-Black bias in most Americans, regard-
less of their own racial group (Dovidio, Kawakami, & Gaertner, 2002; Greenwald, 
et al., 1998; Greenwald, et al., 2009; McConnell & Liebold, 2001; Nosek, Banaji, & 
Greenwald, 2002). Moreover, researchers have even documented this bias in chil-
dren, including those as young as six years old (Baron & Banaji, 2006; Newheiser 
& Olson, 2012; Rutland, et al., 2005). 

Dr. Brian A. Nosek Visits Ohio State
On October 22, 2013, OSU welcomed prominent implicit bias 
researcher Dr. Brian Nosek to campus. His presentation, “Mind-
bugs: The Ordinary Origins of Bias,” was a public lecture that 
was also telecasted to OSU’s regional campuses. In a lively 
and engaging manner, Dr. Nosek shared extensive information 
about implicit biases and how implicit assumptions influence 
our decision-making. Through a series of accessible and en-
tertaining examples, he emphasized that we do not observe 
our mental operations; we only observe their outcomes. Dr. 
Nosek concluded his presentation by offering numerous prac-
tical steps for countering the influence of implicit biases in 
our lives, including the need for ongoing measurement and 

feedback, the importance of making assumptions explicit, and the significance of taking the 
time to slow down and make thoughtful, deliberate decisions.

Dr. Nosek’s visit was sponsored by The Women’s Place, Office of Gender Initiatives in STEMM, 
Project CEOS, Office of Diversity and Inclusion, Kirwan Institute for the Study of Race and 
Ethnicity, Arts and Sciences, DISCO, and the Columbus Partnership.
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DEBIASING

Given that biases are malleable and can be unlearned, researchers have devoted 
considerable attention to studying various debiasing techniques in an effort to 
use this malleability property to counter existing biases. Debiasing is a challeng-
ing task that relies on the construction of new mental associations, requiring “in-
tention, attention, and time” (Devine, 1989, p. 16). Banaji and Greenwald use the 
analogy of a stretched rubber band when discussing how debiasing interventions 
must be consistently reinforced. They write, “Like stretched rubber bands, the as-
sociations modified … likely soon return to their earlier configuration. Such elastic 
changes can be consequential, but they will require reapplication prior to each 
occasion on which one wishes them to be in effect” (Banaji & Greenwald, 2013, 
p. 152). Emphasizing the need for repeated practice and training, others assert 
these new implicit associations may stabilize over time (Glock & Kovacs, 2013).

Moreover, debiasing is not simply a matter of repressing biased thoughts. Re-
search has indicated that suppressing automatic stereotypes can actually amplify 
these stereotypes by making them hyper-accessible rather than reducing them 
(Galinsky & Moskowitz, 2000, 2007; Macrae, Bodenhausen, Milne, & Jetten, 1994).

Several approaches to debiasing have emerged, yielding mixed results. Among 
those for which research evidence suggests the possibility of successful debias-
ing outcomes include: 

 ■ Counter-stereotypic training in which efforts focus on training individuals to 
develop new associations that contrast with the associations they already hold 
through visual or verbal cues (see, e.g., Blair, et al., 2001; Kang, et al., 2012; Kawaka-
mi, Dovidio, Moll, Hermsen, & Russin, 2000; Wittenbrink, Judd, & Park, 2001)

 ■ Another way to build new associations is to expose people to counter-stereo-
typic individuals. Much like debiasing agents, these counterstereotypic exemplars 
possess traits that contrast with the stereotypes typically associated with partic-
ular categories, such as male nurses, elderly athletes, or female scientists (see, 
e.g., Dasgupta & Asgari, 2004; Dasgupta & Greenwald, 2001; Kang & Banaji, 2006).

 ■ Intergroup contact generally reduces intergroup prejudice (Peruche & Plant, 
2006; Pettigrew, 1997; Pettigrew & Tropp, 2006). Allport stipulates that several key 
conditions are necessary for positive effects to emerge from intergroup contact, 
including individuals sharing equal status and common goals, a cooperative 
rather than competitive environment, and the presence of support from author-
ity figures, laws, or customs (Allport, 1954). 

 ■ Education efforts aimed at raising awareness about implicit bias can help 
debias individuals. The criminal justice context has provided several examples 
of this technique, including the education of judges (Kang, et al., 2012; Saujani, 
2003) and prospective jurors (Bennett, 2010; Roberts, 2012). These education efforts 
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have also been embraced by the health care realm (Hannah & Carpenter-Song, 
2013; Hernandez, Haidet, Gill, & Teal, 2013; Teal, Gill, Green, & Crandall, 2012). 

 ■ Having a sense of accountability, that is, “the implicit or explicit expectation 
that one may be called on to justify one’s beliefs, feelings, and actions to others,” 
can decrease the influence of bias (T. K. Green & Kalev, 2008; Kang, et al., 2012; 
Lerner & Tetlock, 1999, p. 255; Reskin, 2000, 2005). 

 ■ Taking the perspective of others has shown promise as a debiasing strategy, 
because considering contrasting viewpoints and recognizing multiple perspec-
tives can reduce automatic biases (Benforado & Hanson, 2008; Galinsky & Mos-
kowitz, 2000; Todd, Bodenhausen, Richeson, & Galinsky, 2011).

 ■ Engaging in deliberative processing can help counter implicit biases, par-
ticularly during situations in which decision-makers may face time constraints 
or a weighty cognitive load (Beattie, et al., 2013; D. J. Burgess, 2010; Kang, et al., 
2012; Richards-Yellen, 2013). Medical professionals, in particular, are encouraged 
to constantly self-monitor in an effort to offset implicit biases and stereotypes 
(Betancourt, 2004; Stone & Moskowitz, 2011).

With this foundation of previous research in mind, the next chapter addresses more 
recent additions to the scholarly literature.
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T he growth of the implicit bias field is reflected in the considerable output 
of scholarly literature during the past year. This chapter builds on the in-
augural edition of the Kirwan Institute’s State of the Science: Implicit Bias 

Review by updating the three domain areas covered in that publication (criminal 
justice, health/health care, and education) as well as other key areas of research 
with newly released literature, primarily from 2013. While this chapter is not com-
prehensive, it seeks to include a wide-range of the latest research and findings.

Criminal Justice

SHOOTER / WEAPONS BIAS

A 2012 article by Melody S. Sadler et al. builds on the shooter/weapons bias 
studies published by Joshua Correll and his colleagues (see, e.g., Correll, Park, 
Judd, & Wittenbrink, 2002; Correll, et al., 2007). Studies that explore shooter bias 
measure the implicit associations that individuals hold with respect to Blackness 
and weapons. This research relies on video game simulations in which partici-
pants are instructed to “shoot” when individuals wielding threatening objects (e.g., 
handguns) appear on the screen, and to refrain from shooting when the object is 
innocuous (e.g., a wallet, cell phone, or can of soda). Correll’s hypothesis, which 
has been supported in his work, is that the stereotypes that associate African 
Americans with violence may provoke participants to “respond with greater 
speed and accuracy to stereotype-consistent targets (armed African Americans 
and unarmed Whites) than to stereotype-inconsistent targets (armed Whites and 
unarmed African Americans)” (Correll, et al., 2002, p. 1325).

“UNCONSCIOUS BIAS HAS BEEN WIDELY 
HAILED AS A NEW DIVERSITY PARADIGM—ONE 
THAT RECOGNIZES THE ROLE THAT BIAS PLAYS 
IN THE DAY-TO-DAY FUNCTIONING OF ALL 
HUMAN BEINGS.” 

Dr. Dena Hassouneh, 2013, p. 183 
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Sadler and her colleagues expanded on this work by adding Latino and Asian 
targets in the video game simulation to assess the influence of implicit racial bias 
on the decision to shoot. In the first part of their study, Sadler et al. found that 
college students showed marked implicit racial bias against Black targets; par-
ticipants were more likely to “shoot” when the target was Black than if the target 
was White, Asian, or Latino (Sadler, Correll, Park, & Judd, 2012). Ultimately, partic-
ipants responded more quickly to armed Black targets than armed White, Latino, 
or Asian targets; when the target was unarmed, it took participants longer to cor-
rectly refrain from shooting Black unarmed targets compared to targets from any 
of the other three comparison groups (Sadler, et al., 2012). In terms of the accu-
racy of these “shots,” participants’ ability to distinguish threatening objects from 
nonthreatening was not significantly different for Blacks and Latinos, nor was it 
different when comparing Whites and Asians (Sadler, et al., 2012). 

Acknowledging that these shoot/no shoot decisions are among the typical job 
duties of police officers as opposed to college students, a second part of Sadler’s 
study used a population of 224 police officers from three regions of the United 
States to investigate whether police officers would replicate the patterns they 
found for college students. Results from the police officers mirrored the college 
student sample with one exception; the officers were more accurate when the 
target is Latino as opposed to Black (Sadler, et al., 2012). Considering this research 
effort as a whole, the authors reflect that the implicit racial biases in shoot/no 
shoot decisions is more than just an anti-Black phenomenon.

Finally, in an article that focused on shooter bias, the Trayvon Martin killing, and 
implicit bias, Feingold and Lorang offered two promising interventions for defus-
ing implicit bias—further training for gun owners and revising self-defense/“Stand 
Your Ground” laws so that they are less permissive and discourage the impulsive 
use of deadly force (Feingold & Lorang, 2013).

DEFENSE ATTORNEYS

Like all populations, defense attorneys are also susceptible to implicit biases 
(Eisenberg & Johnson, 2004; Lyon, 2012). A recent article by L. Song Richardson 
and Phillip Atiba Goff argued that the triage process in which public defenders 
prioritize cases can be influenced by implicit bias. The authors explain how the 
often overwhelming case loads, imperfect information, and need for quick deci-
sions create an environment in which implicit bias can affect public defenders’ 
judgments of which cases merit the most time and resources (Richardson & Goff, 
2013). The essay closes with several recommendations that may mitigate against 
the effects of implicit bias on defender judgments, including setting triage stan-
dards that are objective and measurable, using checklists and other mechanisms 
to ensure accountability and reduce biased judgments, and developing inten-
tional if-then plans for how to respond in situations wherein implicit biases are 
likely to be activated (Richardson & Goff, 2013).
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COURTROOM DYNAMICS

A 2013 article by Cynthia Lee in the North Carolina Law Review drew upon the 
Trayvon Martin shooting as a foundation for an extensive discussion on the 
benefits of making race salient during self-defense cases as a means to counter 
the activation of implicit racial biases. Lee encourages prosecutors and crimi-
nal defense attorneys who are concerned about the role of implicit racial bias 
to make race salient in the courtroom, which she defined not simply as making 
jurors aware of the victim’s or defendant’s race, but instead “making jurors aware 
of racial issues that can bias their decision-making, like the operation of racial 
stereotypes” (C. Lee, 2013, p. 1586). After examining research on implicit bias, 
shooter bias, and aversive racism, Lee contends that making race salient levels 
the proverbial playing field, allowing jurors to treat similarly situated Black and 
White defendants the same, whereas failing to make race salient seems to lead 
to unequal treatment, often to the detriment of Black defendants. She concludes 
by offering numerous suggestions for how attorneys concerned about implicit 
racial bias can make race salient, including the following: (1) Questioning pro-
spective jurors about racial bias during voir dire; (2) Using the opening statement 
to highlight race and racial issues associated with the case; (3) Bringing the ra-
cialized nature of the case to light through lay witnesses; (4) Employing expert 
testimony to review the substantial evidence supporting the existence and prev-
alence of implicit bias; (5) Educating prospective jurors on implicit bias, such as 
through a video presentation (see, e.g., Roberts, 2012); and (6) During closing ar-
guments, inviting jurors to race-switch (i.e., imagine the same facts and circum-
stances but with the race of the defendant and the victim switched) when delib-
erating (C. Lee, 2013). 

JURIES

In a Law and Psychology Review article, Casey Reynolds considered the standard 
of proof in criminal cases and carefully examines associated legal terms such 
as “beyond a reasonable doubt.” As part of this discussion, Reynolds examined 
how implicit biases can infiltrate the court proceedings via jurors who unknow-
ingly enter the courtroom with a set of inferences that, in light of the uncertain-
ty Reynolds notes surrounds “reasonable doubt,” can be activated. Mindful of 
this connection, Reynolds advocates that jurors should receive clear instruction 
not to consider inferences when ascertaining the defendant’s guilt or innocence 
(Reynolds, 2013). This call for educating jurors about implicit bias and its possible 
effects in the courtroom echoes other scholars (see, e.g., Bennett, 2010; Larson, 
2010; Roberts, 2012).

SENTENCING

A 2013 piece by Kimberly Papillon addressed numerous neuroscientific insights 
into how the human brain operates in the context of criminal sentencing. The 
studies she explored underscore on how well-meaning egalitarian judges can 
still have neurophysiological responses that activate implicit racial biases (Pa-
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pillon, 2013). Recognizing the complexity of these mental processes, she closes 
by stating, “Assuming that judges can simply try harder to be fair, take more time 
when making decisions, or utilize their egalitarian value systems to eliminate 
bias in their decision-making process is naïve. The solutions should be tailored 
to the neurophysiologic reactions and psychological processes that infuse bias 
into the sentencing decisions” (Papillon, 2013, p. 62).

REDUCING IMPLICIT BIAS IN THE JUDICIAL SYSTEM

With the goal of helping courts address implicit bias, Casey et al. (2013) articu-
late seven strategies for reducing the influence of implicit bias:

1.) Raise awareness of implicit bias through education efforts at the individual or 
professional level (In a judicial context, see also Kang, et al., 2012; Saujani, 2003).

2.) Eschew colorblindness and acknowledge real group and individual differenc-
es, such as through diversity/multiculturalism training (Indeed, other research 
suggests that a colorblind ideology generates greater amounts of implicit bias 
than a multicultural perspective does. See Richeson & Nussbaum, 2004).

3.) Process information in a thoughtful, deliberate manner, such as listing the 
reasons for a judgment or establishing similar formal protocols that check for 
implicit biases (Other articles that emphasize deliberative processing include 
Betancourt, 2004; D. J. Burgess, 2010; Kang, et al., 2012).

4.) Remove distractions and allow for enough time and cognitive resources to care-
fully process the information related to a case rather than relying on intuition or 
“gut instincts” (For more on the importance of time and avoiding gut instincts, 
see Beattie, 2013; Bertrand, Chugh, & Mullainathan, 2005; Richards-Yellen, 2013).

5.) Reduce ambiguity in decision-making by committing to specific judgment cri-
teria before reviewing a case (Others have emphasized the importance of using 
pre-defined decision-making criteria in other realms. See Beattie, et al., 2013).

6.) Institute nonthreatening feedback mechanisms to provide judges and other 
court professionals meaningful information about any biases they possess, along 
with concrete suggestions for improving performance (For more on accountabil-
ity, see Kang, et al., 2012; Lerner & Tetlock, 1999; Reskin, 2005).

7.) Increase exposure to counter-stereotypic exemplars, and decrease exposure to 
stereotypes whenever possible (For more information on counter-stereotypic ex-
amplars, see Dasgupta & Greenwald, 2001; Kang & Banaji, 2006; Kang, et al., 2012).
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Health / Health care

PHYSICIANS’ IMPLICIT BIASES

Previous research has established both the presence of implicit racial biases in 
health care professionals (see, e.g., Haider, et al., 2011; Moskowitz, Stone, & Childs, 
2012; Sabin, Nosek, Greenwald, & Rivara, 2009; Stone & Moskowitz, 2011), as 
well as extensive evidence that unconscious racial biases can lead to differential 
treatment of patients by race (A. R. Green, et al., 2007; Sabin & Greenwald, 2012; 
Schulman, et al., 1999; Weisse, Sorum, Sanders, & Syat, 2001). A 2013 review by 
Chapman and colleagues compiled a range of research documenting the pres-
ence of implicit bias in physicians’ clinical decision-making (Chapman, Kaatz, 
& Carnes, 2013). Echoing the research adage that correlation does not equal 
causation, Chapman et al. clarify that “Demonstrating that physicians have mea-
surable implicit bias does not provide that this bias affects patient-doctor inter-
actions or alters the treatment process patients receive. However, research sup-
ports a relationship between patient care and physician bias in ways that could 
perpetuate health care disparities” (Chapman, et al., 2013, p. 1507).

While much of the implicit bias literature has largely focused on the Black/White 
racial dichotomy, Irene V. Blair published two studies in 2013 that introduced 
Latinos to the discussion of implicit bias in the health care field. Published in 
the American Journal of Public Health, one article compared 210 experienced 
primary care providers and 190 community members in Denver, Colorado with 
respect to their levels of implicit and explicit bias against Latinos and African 
Americans. Both primary care providers and community members exhibited 
very little explicit bias against Latinos and African Americans, a finding that is 
unsurprising given that the inclination for impression management is known to 
distort self-reports, particularly with respect to socially sensitive topics (Dovidio, 
Kawakami, Smoak, & Gaertner, 2009; Greenwald & Nosek, 2001; Greenwald, et al., 
2009). On the unconscious level, however, the IAT revealed that both primary care 
providers and community members held strong implicit biases against Latinos 
and African Americans (Blair, Havranek, et al., 2013). An adjusted analysis that 
accounted for variables such as income, proficiency in Spanish, and the respon-
dents’ own race/ethnicity found that primary care providers were found to have 
“somewhat less” implicit bias against Latinos and African Americans than the 
community member sample did (Blair, Havranek, et al., 2013, p. 95). In sum, the 
authors note that the finding of a minimal difference in implicit biases between 
primary care providers and community members likely reflects larger societal 
or community issues and is not a sign of any particular problem specific to the 
health care field.
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DOCTOR-PATIENT INTERACTIONS

Turning to doctor-patient interactions, Blair and colleagues’ second significant 
contribution to the literature in 2013 explored whether the implicit and explicit 
racial/ethnic biases held by clinicians related to how Black and Latino patients 
rated the quality of the medical care they believe they received from those provid-
ers. The authors hypothesized that clinicians with higher levels of implicit racial 
bias would not be perceived as favorably by their minority patients compared to 
clinicians who held less implicit bias. Patients rated clinicians on four aspects of 
patient-centered care, including interpersonal treatment (e.g., the doctor’s care/
concern for you), communication (e.g., whether your questions are answered), 
trust (e.g., the clinicians’ integrity), and contextual knowledge (e.g., your doctor’s 
knowledge of your values, beliefs, etc.). Despite reporting very little explicit bias, 
approximately two-thirds of the clinicians were found to harbor implicit bias 
against Blacks and Latinos (Blair, Steiner, et al., 2013). In terms of Black patients’ 
perceptions of care, the stronger the clinicians’ implicit bias against Blacks rel-
ative to Whites, the lower the Black patients rated them on all four subscales of 
patient-centered care. In contrast, the researchers did not find any associations 
between clinicians’ racial/ethnic bias and Latino patients’ ratings on any of the 
four subscales. While Latino patients generally did not rate their clinicians as 
highly as other patient groups, their ratings were not associated with clinicians’ 
implicit biases. 

Considering doctor-patient interactions from a slightly different angle, a 2013 
article by Hagiwara and colleagues focused specifically on physician-patient talk 
time ratios, examining the verbal interactions between Black patients and non-
Black primary care physicians. After assessing the physicians’ explicit and im-
plicit racial bias and the ratio of time physicians talked relative to their patients, 
among the findings researchers concluded that non-Black physicians with more 
negative implicit attitudes toward Blacks talked more than the physicians with 
lower levels of implicit bias (Hagiwara, et al., 2013). This finding aligns with pre-
vious research that associates implicit race bias among primary care clinicians 
with verbal dominance (Cooper, et al., 2012; Johnson, Roter, Powe, & Cooper, 
2004; Penner, et al., 2010). 

Moreover, recognizing that “physician communication style is deeply rooted in 
unconscious bias,” other researchers encourage physicians to be mindful of the 
verbal cues and body language they use when interacting with patients (Santry 
& Wren, 2012, p. 144). Similarly, in a brief analytic essay, Dovidio and Fiske warn 
that implicit biases can seep into the communication of medical professionals 
through subtle mechanisms. They caution, “The ambivalent nature of contempo-
rary racial prejudice may create a mismatch between a physician’s positive verbal 
behavior (a function of conscious egalitarian values) and negative non-verbal 
behavior (indicating implicit bias); this is likely to make a physician seem espe-
cially untrustworthy and duplicitous to those who are vigilant for cues of bias” 
(Dovidio & Fiske, 2012). 



29THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

IMPLICIT BIAS AND PATIENT WELLBEING

David Chae et al. published an article on the role of implicit racial bias in the as-
sociation between racial discrimination and hypertension in late 2012. The study 
focused on 30 to 50 year old African American men, noting the impacts of stress 
on cardiovascular health. Building on the research that shows that many Blacks 
hold implicit anti-Black biases, the research team found the highest risk for hy-
pertension among African American men who held implicit anti-Black biases 
and reported higher levels of racial discrimination (Chae, Nuru-Jeter, & Adler, 
2012). Chae and colleagues suggest that implicit bias and racial discrimination 
are factors that should be considered when assessing hypertension risk among 
this demographic group. 

MEDICAL SCHOOL EDUCATION

In a brief guest editorial in the Journal of Nursing Education, Dr. Dena Hassou-
neh considered the role of unconscious race bias among nursing school faculty. 
Hassouneh notes how implicit bias can affect the faculty hiring process and 
closes by challenging nursing faculty members to tackle implicit racism in their 
respective institutions (Hassouneh, 2013). Similarly, a short piece published by 
the Association of American Medical Colleges discussed how unconscious bias 
plays a role in leadership recruitment at medical schools and teaching hospitals 
(Greenberg, 2013). 

Another 2013 piece critically analyzed a Continuing Medical Education (CME) 
course that sought to enlighten medical school faculty about unconscious biases, 
and as a result of raising their awareness of bias, equip them to then share this 
knowledge with the medical students they teach (Hannah & Carpenter-Song, 2013).

Turning the focus to the medical students themselves, a short article by Her-
nandez et al. offered medical educators suggestions for how they may engage 
medical students in meaningful discussions related to implicit bias. Among the 
suggestions, Hernandez and colleagues advocate for reflective implicit bias ac-
tivities to be presented as “an exercise in personal development” (Hernandez, et 
al., 2013, p. e1088). The guidance shared in this article adds to the insights found 
in Teal et al., 2012 wherein the researchers proposed a developmental model 
for medical educators that illustrated how medical students may progress from 
initial denial of unconscious bias to full integration of strategies to mitigate this 
bias (Teal, et al., 2012). It also speaks to 2007 work by Burgess et al. that outlined 
a framework for medical trainees and physicians to prevent implicit racial biases 
from affecting clinical encounters (D. Burgess, van Ryn, Dovidio, & Saha, 2007).
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Education

Relative to the other domains addressed in this chapter, the education realm did 
not receive as much attention in 2013. Glock and Kovacs acknowledge and lament 
the lack of implicit bias research in the education domain. Specifically, they call 
for more of this work “in order to gain a more fine-grained understanding of how 
implicit attitudes relate to teachers’ and preservice teachers’ decisions about stu-
dents, independent of whether the decisions involve grading, tracking, or eval-
uations on the spot” (Glock & Kovacs, 2013, p. 514). They also note that implicit 
attitude research seems particularly interesting in a classroom context given that 
teachers often must react to situations under time constraints, a condition known 
to be conducive to the manifestation of implicit biases (Bertrand, et al., 2005).

From a postsecondary perspective, the Equality Challenge Unit, a UK and Scot-
land-focused organization dedicated to furthering equality and diversity in higher 
education, published a substantial literature review focused on unconscious bias 
in this unique context. This September 2013 document seeks to help institutions 
of higher education understand and address unconscious bias, particularly with 
respect to staff selection (Equality Challenge Unit, 2013).

Cognitive Neuroscience and Neurobiology

Studies from cognitive neuroscience continue to contribute to our understanding 
of implicit bias, particularly from research attention devoted to the amygdala. 
The amygdala is a small structure in the medial temporal lobe of the brain that 
is known for its role in race-related mental processes as well as responding to 
threat and fear (Davis & Whalen, 2001; A. J. Hart, et al., 2000; Pichon, et al., 2009; 
Whalen, et al., 2001). Previous studies have focused on the amygdala in order to 
understand the association between implicit racial bias and amygdala activity 
(Cunningham, et al., 2004) and the amygdala’s response to various stimuli such 
as African American and Caucasian faces or skin tone variations (Lieberman, et 
al., 2005; Phelps, et al., 2000; Ronquillo, et al., 2007).

One of the latest additions to this literature considered the neurodevelopmental 
trajectory of the amygdala by studying how it responded to racial stimuli in chil-
dren and adolescents (age 4–16). While previous research had documented the 
presence of implicit racial biases in children as young as six years old (Baron & 
Banaji, 2006), Telzer and colleagues sought to understand the development of 
amygdala sensitivity to race with respect to age. Results indicated that the amyg-
dala becomes increasingly sensitive to African American faces with age, display-
ing a significant differential response (vs. European American faces) around age 
14 (Telzer, Humphreys, Shapiro, & Tottenham, 2013). In short, the amygdala does 
not appear to be sensitive to African American faces until adolescence, meaning 
that “amygdala responsivity to race is likely the result of a developmental process 
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in which the amygdala acquires emotional knowledge learned over development” 
(Telzer, et al., 2013, p. 241).

Beyond amygdala-based work, an experiment by Sylvia Terbeck et al. studied 
implicit racial bias from a neurobiological perspective by investigating the con-
nection between implicit racial attitudes and noradrenergic mechanisms. In a 
double-blind, parallel group design, participants received either an oral dose of 
propranolol (a beta-adrenoceptor antagonist) or a placebo. Based on previous lit-
erature, the authors hypothesized that propranolol, which is a beta-adrenocep-
tor blocker, should reduce implicit racial bias because beta-adrenoceptor recep-
tors are known to have an effect on emotional perception and memory. Findings 
indicated that while propranolol had no effect on explicit biases, it significant-
ly reduced implicit racial bias, thereby supporting the researchers’ hypothesis 
(Terbeck, et al., 2012). While additional research is needed to further understand 
the nuances of these results, the authors closed by optimistically declaring that 
“the influence of propranolol on implicit attitudes observed in the present study 
may shed new light on the neurobiological mechanisms underlying implicit prej-
udice” (Terbeck, et al., 2012, p. 423). 

Exploring neural and autonomic responses, a study by Azevedo and colleagues 
used a sample of Italian participants (both White-Caucasian and Black-African) 
to assess how group membership and racial attitudes affect empathy for pain. 
Findings indicated that IAT scores could “predict affective-motivational brain re-
sponses to the pain of different race individuals,” while measures of explicit bias 
did not show this relationship (Azevedo, et al., 2013, p. 3178). 

Finally, Brosch, Bar-David, and Phelps conducted a functional magnetic resonance 
imaging (fMRI) study and employed a multivoxel pattern analysis to investigate 
whether implicit race bias affects how our brains perceive information about 
social groups. Researchers concluded that the brain represents Black and White 
faces differently in individuals who hold strong implicit pro-White biases com-
pared to those with less or no bias (Brosch, Bar-David, & Phelps, 2013). This sug-
gests that “stronger race bias may actually be associated with larger differences in 
the perceptual experience of Black and White faces” (Brosch, et al., 2013, p. 164). 

The Implicit Association Test

Despite extensive previous literature exploring the reliability (see, e.g., Bosson, et 
al., 2000; Dasgupta & Greenwald, 2001; Greenwald & Farnham, 2000; Greenwald 
& Nosek, 2001; Kang & Lane, 2010; Nosek, Greenwald, et al., 2007) and validity 
(for overviews and meta-analyses, see Greenwald; Greenwald, et al., 2009; Jost, 
et al., 2009) of the IAT, it continues to be scrutinized. Two recent articles present 
skeptical views related to the IAT’s predictive validity and implications for inter-
racial interactions, respectively. 
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First, Frederick L. Oswald and colleagues conducted a meta-analysis in which 
they analyzed the predictive validity of the IAT with a focus on racial and ethnic 
discrimination. After considering a range of implicit beliefs, explicit beliefs, and 
actual behaviors, the researchers asserted that while the IAT correlated strongly 
with measures of brain activity, other criterion measures related to race and eth-
nicity proved weak (Oswald, Mitchell, Blanton, Jaccard, & Tetlock, 2013). More-
over, with the exception of brain activity, the IAT performance was roughly equiv-
alent to that of explicit measures, which calls into question what insights the IAT 
provides with respect to this focus on discrimination (Oswald, et al., 2013). The 
findings from this study run contrary to a previous meta-analysis by Greenwald 
et al. in which the predictive validity of the IAT prevailed over data from self-re-
ports (Greenwald, et al., 2009). 

Second, with a focus on intergroup relations, Jacquie D. Vorauer considered 
whether completing a race-based IAT affected White Canadian participants’ sub-
sequent interactions with an out-group (Aboriginal) individual. This research in-
dicated that the Aboriginal partners felt less positively regarded if the White par-
ticipant had just finished a race-based IAT (Vorauer, 2012). Evidence suggested 
that this less positive regard stemmed from the White participants embracing 
a cautious approach to the interracial interaction, as well as the race-based IAT 
making White participants seem less in control or influential during the discus-
sion according to their Aboriginal partners. As a broader caution related to the use 
of the IAT, these results “suggest that being alerted to potential bias and limited 
response control through a direct personal experience such as that provided by 
the IAT... can lead to worse rather than better behavioral regulation,” thereby 
potentially harming ensuing intergroup interactions (Vorauer, 2012, p. 1173).

Conversely, two studies considered the use of the IAT as an educational tool and 
touted its merits. A short article by Casad et al. used a college student sample to 
show that while people may be initially skeptical of the IAT’s accuracy, provid-
ing knowledge of the methodological and theoretical foundation of the IAT in-
creased students’ acceptance of the IAT as a valid measure of prejudice (Casad, 
Flores, & Didway, 2013). The study also provided insights into the explanations 
employed initially to discredit the IAT, which the authors assert undoubtedly 
stems from individuals’ unwillingness to see themselves as biased (Casad, et al., 
2013). Second, Hilliard et al. extended previous research by presenting further 
evidence that the use of an IAT can be a valuable educational tool for students 
with varying levels of implicit racial bias (Hilliard, Ryan, & Gervais, 2013). 

Finally, among those chiming in recently to defend the IAT was Fisher and Borgida. 
In their 2012 commentary that addressed implicit bias and intergroup dispari-
ties, they acknowledged criticisms of the IAT and discussed the literature that 
has responded to these critiques, ultimately concluding that “we do not believe 
this controversy [over the IAT’s validity] is sufficient reason to dismiss implicit 
bias as an account for real-world racial and gender disparities in various social 
contexts” (Fisher & Borgida, 2012, p. 395). 
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The year 2013 also yielded new, modified versions of the Implicit Association 
Test. Beattie and colleagues devised a multi-ethnic IAT in which participants 
are presented with a variety of photographs of White and non-White individu-
als representing a range of adult ages (Beattie, et al., 2013). Unlike typical IATs, 
this version of the test also included only smiling faces with a natural-looking 
appearance of moderate attractiveness. 

Another variation on the IAT appeared in an article published in the Journal of 
Experimental Social Psychology. Soderberg and Sherman acknowledged that 
while the IAT focuses on a single target face in each prompt of the various IAT 
sorting tasks, in real life we often encounter multiple individuals simultaneous-
ly. They sought to understand the influence of racially homogenous and racially 
diverse contexts on implicit racial bias using a flanker-IAT task in which targets 
were surrounded by either racially congruent or incongruent faces. Findings 
indicated that the presence of other people in a visual scene affected implicit 
bias towards target individuals in social contexts. Specifically, Black and White 
targets in racially homogenous contexts increased participants’ implicit biases; 
however, when participants viewed targets in racially diverse contexts, implicit 
bias decreased. The authors closed the article by considering that diverse con-
texts may be an effective means to reduce prejudice in everyday life (Soderberg 
& Sherman, 2013). This reflection on bias reduction aligns well with the debias-
ing techniques discussed in the next subsection.

Debiasing

In light of Amodio and Mendoza’s declaration that the “holy grail of implicit race 
bias research is to change the underlying associations that form the basis of im-
plicit bias,” it is unsurprising that research on various debiasing techniques and 

An “Un-conference” on Implicit Bias 
The Women’s Place sponsored an engaging conference 
on implicit bias on September 11, 2013 that focused on the 
theme, “What conversations about implicit bias do we need 
to have at Ohio State?”. Deemed an “un-conference,” this 
participant-driven event allowed the approximately 50 at-
tendees to generate questions or issues related to implic-
it bias and then self-select into small group discussions on 
those topics. Ten themes emerged, including how to make 

awareness of implicit bias and its effects sustainable and actionable, building a persuasive 
business case regarding the impact of implicit biases, and how to expand the range of in-
dividuals who acknowledge, understand, and engage on these issues, among others. The 
event concluded with a plenary session in which a representative from each session shared 
the main ideas that emerged from the discussion.
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interventions remains a prominent area of scholarly inquiry, as evidenced by 
the new literature summarized in this subsection (D. M. Amodio & Mendoza, 
2010, p. 362). 

A 2013 publication by Shih, Stotzer, and Gutiérrez focused on exploring whether 
implicit bias against Asian Americans could be reduced by inducing empathy. 
Previous research had established that empathy induction improved explic-
it attitudes toward Asian Americans (M. Shih, Wang, Bucher, & Stotzer, 2009); 
therefore, the authors sought to establish whether implicit biases could also be 
swayed through this technique. The European American participants watched a 
three minute clip from the movie The Joy Luck Club and then completed a com-
puter task in which they evaluated good and bad adjectives while being sublim-
inally primed with ingroup and outgroup pronouns (e.g., “us” or “them”). Results 
showed that participants who were asked to take the perspective of the Asian 
American movie characters (i.e., empathize with them) showed decreased group 
bias on the implicit measure (M. J. Shih, Stotzer, & Gutiérrez, 2013). The authors 
conclude that inducing empathy may be an effective approach for decreasing 
implicit group bias (M. J. Shih, et al., 2013).

Another 2013 debiasing study considered whether forging links between oneself 
and outgroup members would reduce implicit prejudice and/or stereotyping. Using 
a sample of White students who performed manipulations in which they classi-
fied Black individuals as part of their group, the results indicated that forming 
connections with outgroup members reduced implicit prejudice, but not implicit 
stereotyping (Woodcock & Monteith, 2013). The self-linking strategy reduced im-
plicit bias levels regardless of the participants’ explicit biases. The authors reflect 
on this debiasing technique of building repeated associations between the self 
and outgroup members as particularly important given that these opportunities 
for heterogeneous group associations are and will become increasingly common 
as the U.S. demographic landscape continues to diversify. 

Also considering interpersonal connections, through a set of experiments, Brannon 
and Walton discovered that non-Latino female participants who felt a social con-
nection to and worked with a Mexican American peer on a cultural task without 
any external coercion showed reduced implicit prejudice against Latinos (Brannon 
& Walton, 2013). Moreover, the positive intergroup attitudes fostered by this ex-
perience persisted six months later. This work connects to previous literature 
on how intergroup contact can decrease implicit biases (Allport, 1954; Pettigrew, 
1997; Pettigrew & Tropp, 2006, 2011).

Focusing on health care providers, Chapman and colleagues’ review of implic-
it bias research from the medical domain led them to endorse several previous-
ly-established debiasing techniques. First, they call on physicians to understand 
implicit biases as a “habit of mind,” regarding awareness of one’s susceptibility 
to implicit associations as a key to behavioral changes (Chapman, et al., 2013, 
p. 1508). They further advocate for individuating patients, which involves con-
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sciously focusing on their unique traits rather than the social categories to which 
they belong (see also Betancourt, 2004; D. Burgess, et al., 2007; Carillo, Green, & 
Betancourt, 1999; White III, 2011). They also support envisioning the viewpoint 
of others via perspective-taking, a debiasing technique that other researchers 
have also found effective for mitigating the effects of implicit bias (see, e.g., Ben-
forado & Hanson, 2008; Galinsky & Moskowitz, 2000). 

Finally, a particularly vast and uniquely-designed study by Calvin K. Lai and 23 
of his colleagues sought to determine the effectiveness of various methods for 
reducing implicit bias. Structured as a research contest, teams of scholars were 
given five minutes in which to enact interventions that they believed would reduce 
implicit preferences for Whites compared to Blacks, as measured by the IAT, with 
the goal of attaining IAT scores that reflect a lack of implicit preference for either 
of the two groups. Teams submitted 18 interventions that were tested approx-
imately two times across three studies, totaling 11,868 non-Black participants. 
Half of the interventions were effective at reducing the implicit bias that favors 
Whites over Blacks (Lai, et al., 2013). Among those that demonstrated effective-
ness in this study were the following, listed from most effective to least effective:

 ■ Shifting Group Boundaries through Competition: Participants engaged in a 
dodgeball game in which all of their teammates were Black while the opposing 
team was an all-White collective that engaged in unfair play. Participants were 
instructed to think positive thoughts about Blackness and recall how their Black 
teammates helped them while their White opponents did not. 

 ■ Vivid Counterstereotypic Scenario: Participants read a graphic story in which 
they are to place themselves in the role of the victim who is assaulted by a White 
man and rescued by a Black man. Aiming to affirm the association that White = 
bad and Black = good, in each test of this intervention, the scenario was longer 
and enhanced by more detailed and dramatic imagery. Across three studies, this 
vivid counterstereotypic scenario substantially reduced implicit preferences 
among participants. 

 ■ Practicing an IAT with Counterstereotypic Exemplars: Previous research estab-
lished that exposure to pro-Black exemplars (e.g., Michael Jordan, Martin Luther 
King, Jr.) and negative White exemplars (e.g., Timothy McVeigh, Jeffrey Dahmer) 
decreases the automatic White preferences effect (Dasgupta & Greenwald, 2001). 
This effective contest intervention used these counterstereotypic primes and 
combined them with repeated practice of IAT trials in which participants were 
to pair Black faces with Good and White faces with Bad. 

 ■ Priming Multiculturalism: In contrast to the colorblind perspective common in 
society, participants in this intervention were encouraged to adopt a multicul-
tural perspective. They read a piece that advocated for multiculturalism, sum-
marized it, and gave two reasons that supported a multicultural approach to 
interethnic relations. With this multicultural prime in mind, and while asked to 
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focus on Black = good, IAT results showed that this intervention decreased im-
plicit preferences for Whites.

 ■ Evaluative Conditioning with the GNAT: A modified version of the Go/No-Go 
Association Task was used for another successful intervention (for more infor-
mation on the GNAT, see Nosek & Banaji, 2001). Participants were instructed to 
respond to stimuli or abstain from doing so based on the pairings presented to 
them, such as a responding when a Black person was paired with a good word, 
but refraining when a good word was paired with a non-Black person.

 ■ Faking the IAT: Another intervention reduced participant implicit bias by in-
structing them to “fake out” the IAT by manipulating their reactions so that they 
associated White = Bad more quickly than they reacted to Black = Bad. (Other 
scholarship has considered whether individuals can “fake out” the IAT, includ-
ing Cvencek, Greenwald, Brown, Gray, & Snowden, 2010; Egloff & Schmukle, 
2002; Fiedler & Bluemke, 2005; Fiedler, Messner, & Bluemke, 2006; Kim, 2003; 
Steffens, 2004.)

 ■ Shifting Group Affiliations Under Threat: Upon reading a vivid post-apocalyp-
tic scenario, subjects who saw faces of Blacks who were friendly and/or valuable 
in alliances for survival, as well as faces of White “enemies” showed decreased 
implicit bias. 

 ■ Using Implementation Intentions: When told to embrace the intention to respond 
to Black faces by thinking “good” on the IAT, the establishment of this “if-then” 
mental plan before taking the IAT lowered implicit bias against Blacks.

 ■ Evaluative Conditioning: Participants repeatedly saw pairings of Black faces 
with positive words, and White faces with negative words. When asked to mem-
orize the words as they appeared on the screen, implicit biases decreased.

Broadly speaking, this research affirms the debiasing effectiveness of exposure 
to counterstereotypical exemplars, using intentionality to reduce bias, and eval-
uative conditioning. The novel approach to this study and its findings gathered 
media attention from NPR (Vedantam, 2013a). 

Books

As mentioned in the Introduction, two major names in the implicit bias realm, 
Mahzarin R. Banaji and Anthony G. Greenwald, collaborated to publish a book 
on implicit bias titled Blindspot: Hidden Biases of Good People. The “good people” 
noted in the subtitle refers to well-intentioned individuals who attempt to align 
their actions with their intentions. Often thwarting these efforts are what Banaji 
and Greenwald call “mindbugs,” which are the “ingrained habits of thought that 
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lead to errors in how we perceive, remember, reason, and make decisions” (Banaji 
& Greenwald, 2013, p. 4). Seeing mindbugs as a key barrier between individuals’ 
minds and actions, the authors introduce readers to the Implicit Association Test 
(IAT) and its workings, sharing the findings from numerous studies intermingled 
with personal anecdotes and insights. The book generated considerable media 
attention from a range of sources both in the U.S. and abroad (see, e.g., Camacho, 
2013; Galloway, 2013; Hutson, 2013; Smiley, 2013; Vedantam, 2013b). In short, 
Blindspot is an accessible introduction to the science of implicit bias and gives 
readers plenty to contemplate regarding their own mindbugs and how those 
mindbugs affect their perceptions, decisions, and actions. 

Another implicit bias book that debuted in 2013 was Our Racist Heart? by psy-
chologist Geoffrey Beattie. With a focus on implicit prejudice in British society, 
Beattie’s latest book exposes the role of implicit biases in everyday life and ac-
knowledges how those biases can affect a range of social situations, such as the 
employment process (Beattie, 2013). Some of the insights from this book are sum-
marized in Chapter 4 of this document.

Other

Several broader publications merit mention. 

A few articles considered the role of implicit bias in the 2008 presidential election. 
Most broadly, Glaser and Finn considered implicit racial attitudes and voting be-
havior, connecting implicit bias research to political psychology (Glaser & Finn, 
2013). Two other articles employed the Affect Misattribution Procedure (AMP) 
to measure implicit attitudes (for further information on the AMP, see Payne, 
Cheng, Govorun, & Stewart, 2005). Kalmoe and Piston question whether im-
plicit prejudice is politically consequential in light of finding very little support 
for the claim that implicit prejudice measured by the AMP had an effect on the 
2008 presidential election when examining electoral behavior, candidate eval-
uations, and racial policy attitudes (Kalmoe & Piston, 2013). Similarly, Ditonto, 
Lau, and Sears used 2008 American National Election Studies (ANES) survey to 
assess the role of racism on public opinion in that year’s presidential election. 
The AMP measure of implicit bias yielded mixed results, as the Latino sample 
showed a consistent significant effect of implicit prejudice, but not the Black or 
White samples (Ditonto, Lau, & Sears, 2013). 

A third article used the Affective Lexical Priming Score (ALPS) rather than the AMP 
to assess the effect of President Obama’s 2008 election. Across four laboratory 
experiments, U.S. students who had held negative associations with Black faces 
prior to the election later showed positive associations with Black faces post-elec-
tion, whereas Canadian participants did not exhibit this shift (Roos, et al., 2013). 
Generally speaking, this finding of decreased implicit prejudice post-election con-
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trasts with previous work by Schmidt and Nosek but aligns with an earlier article 
by Plant and colleagues (Plant, et al., 2009; Schmidt & Nosek, 2010). 

Beyond election-focused studies, a piece by john a. powell placed implicit bias 
in a broader societal context by considering two main approaches to how we un-
derstand race (implicit bias and structural racialization). He provided insights to 
the philanthropic community on how to bridge the apparent tensions that exist 
between the two (powell, 2013).

Using the Ultimatum Game in which players accept or reject splits of a $10 sum 
proposed by another individual, participants accepted more offers proposed by 
White proposers than Black and accepted offers of a lower value from White pro-
posers than from Black proposers (Kubota, Li, Bar-David, Banaji, & Phelps, Forth-
coming). Using the IAT, the researchers found that greater levels of implicit race 
bias against Blacks predicted participants’ likelihood of accepting fewer offers 
from Black as opposed to White proposers, even while controlling for other factors.

Finally, Tetlock, Mitchell, and Anastasopoulos considered how ideology affects 
perceptions of technologies used to detect unconscious biases. Among their ex-
perimental results, they find widespread opposition to legal action that sanctions 
implicitly biased individuals, regardless of ideology (Tetlock, Mitchell, & Anas-
tasopoulos, 2013). The authors also consider possible legal and policy implica-
tions of what they regard as “mind-reading technology” (Tetlock, et al., 2013, p. 84). 



3CHAPTER THREE

Trends in the Field – 2013
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W hile identifying trends is to some degree a subjective endeavor, this 
chapter nevertheless seeks to identify some of the developments in 
the field of implicit bias from the past year. These trends are divided 

broadly into two categories, the public domain and the academic realm, though 
these groupings are not necessarily mutually exclusive.

THE PUBLIC DOMAIN

2013 proved to be a momentous year in terms of the proliferation of implicit bias 
science into the public discourse. The acquittal of George Zimmerman in the 
second degree murder trial for the death of 17-year-old Trayvon Martin sparked 
conversations on an assortment of socially sensitive topics, including race rela-
tions, Stand Your Ground laws, and, importantly, the ways in which implicit racial 
biases may have influenced the confrontation, trial, and verdict. Commentators 
weighed in on the role of implicit bias in this highly-publicized case through an 
assortment of media and communications outlets. Bloggers, opinion columnists, 
and analysts—both academic and lay—provided personalized assessments of 
the case and verdict that incorporated the concept of implicit bias (among many 
others, see, for e.g., Aalai, 2013; Andrews, 2013; Gabriel, 2013; Paterson, 2013; 
Richardson, 2011; Sen, 2013; J. Steele, 2013; Wiley, 2013; Willis, 2013). Several of 
the so-called Sunday morning “talking heads” devoted segments of their shows 
to discussion and commentary related to implicit bias soon after the verdict was 
rendered (see, e.g., Harris-Perry, 2013; Kornacki, 2013). Furthermore, a few academ-
ic journal articles have already been published that use the Zimmerman-Martin 
altercation as a backdrop for legal and social psychological analyses, with more 
almost surely forthcoming as the publishing cycle progresses (see, e.g., Feingold 
& Lorang, 2013; C. Lee, 2013). Discussions about implicit racial bias in these 
venues, among others, signal a perceptible uptick in the public’s awareness of 
implicit bias and its implications.

“EVERY DAY, AUTOMATIC PREFERENCES STEER 
US TOWARD LESS CONSCIOUS DECISIONS, 
BUT THEY ARE HARD TO EXPLAIN BECAUSE 
THEY REMAIN IMPERVIOUS TO THE PROBES 
OF CONSCIOUS MOTIVATION.”

Dr. Mahzarin R. Banaji and Dr. Anthony G. Greenwald, 2013, p. 55
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Beyond the Zimmerman verdict, the concept of implicit bias also gained the 
public’s attention in the aftermath of racially-insensitive remarks uttered by pro-
fessional athletes. Among those sparking this dialogue in 2013 were PGA golfer 
Sergio Garcia and NFL wide receiver Riley Cooper. Commentators embraced 
these unfortunate statements as a learning opportunity to discuss how implicit 
racial biases that are unconscious can nevertheless affect real world behaviors 
(see, e.g., Groves, 2013; Washington, 2013).

Implicit biases other than those related to race also sparked dialogue in 2013. One 
study that provoked strong reactions and discussions used a modified version 
of the IAT to assess medical students’ implicit preferences for “fat” or “thin” indi-
viduals. Researchers found that over one-third of the future medical profession-
als in their sample possessed a significant anti-fat bias (Miller Jr., et al., 2013). As 
one might imagine, the finding that two out of five medical students hold uncon-
scious biases against obese individuals prompted a considerable response and 
was discussed widely in the public sphere (see, e.g., Gillson, 2013; Matilda, 2013; 
Palca, 2013). More broadly, though, this study represents yet another contribu-
tion to the literature that considers how implicit biases can potentially affect the 
quality of care patients receive.

While not necessarily a new trend, it is worthwhile to note the proliferation of 
implicit bias information through audio and audiovisual mediums. YouTube 
clips of varying lengths have been employed as an avenue to introduce ideas 
and share information on implicit bias (see, e.g., Diversity Partners, 2013; Fujii, 
2013; Kandola, 2013; Ohio State University Human Resources, 2013; H. Ross, 
2013). Others have turned to podcasting, allowing them to disseminate implicit 
bias knowledge in a format that grants listeners considerable mobility (see, e.g., 
Reeves, 2013a, 2013b; Saul & Warburton, 2013). Sharing information via these 
less-traditional routes allows the research to reach a broader audience. 

Finally, in an important effort that bridges the academic and public realms, a 
Fair and Impartial Policing program teaches law enforcement officials to combat 
their implicit biases. The training program, created by University of South Florida 
criminology professor Lorie Fridell, employs a science-based approach to educat-
ing officers to become aware of their own implicit biases and the effects thereof, 
reduce those biases, and keep those biases from influencing their job performance 
(Engasser, 2013). The training also focuses on contact theory, endorsing the idea 
that individual-level intergroup interactions can reduce prejudice and stereo-
typing (see also Allport, 1954; Peruche & Plant, 2006). There are five Fair and Im-
partial Policing curricula that focus on specific audiences, ranging from recruits 
to various ranks of managers and supervisors, as well as other law enforcement 
trainers (Fridell, 2013). This program has already gained considerable traction. It 
has received $1 million in grants from the U.S. Department of Justice (Melendez, 
2013; Vander Velde, 2013). Moreover, recognizing the importance of education 
that uplifts implicit bias research, several states are currently moving towards 
adopting the Fair and Impartial Policing curricula (Engasser, 2013; Fridell, 2013). 
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THE ACADEMIC REALM

Another trend that has begun to appear in the academic literature is the publi-
cation of implicit racial bias articles that extend beyond the typical Black-White 
paradigm. Several recent studies have featured groups other than Blacks and 
Whites, most notably Latinos and Asians. For example, Irene V. Blair and col-
leagues’ work on implicit racial bias among health care providers included the 
experiences of Latino patients (Blair, Havranek, et al., 2013; Blair, Steiner, et al., 
2013). Ditonto, Lau, and Sears included a Latino sample in their exploration of 
how implicit racial attitudes influenced political behavior in the 2008 presidential 
election (Ditonto, et al., 2013). Sadler et al. expanded the research shooter bias by 
including Latino and Asian targets in the shoot/don’t shoot simulations (Sadler, 
et al., 2012). Finally, Garza and Gasquoine explored the implicit prejudices of a 
specific subset of Latinos, Mexican Americans (Garza & Gasquoine, 2013). This 
addition of new racial and ethnic groups to the implicit bias literature represents 
both a natural progression and needed expansion of knowledge. 

Representations of bodies and the concept of embodiment also proved to be a 
research avenue of interest. More specifically, two articles published in 2013 in-
vestigated how implicit racial biases may be reduced through individuals seeing 
themselves (or representations thereof ) in different skin. First, with video games 
as an inspiration, Peck et al. used immersive virtual reality to create an illusion in 
which participants’ bodies appeared to have a different skin color. Specifically, they 
found that when light-skinned female participants of Spanish origin embodied 
a dark-skinned avatar, their implicit bias against dark-skinned people decreased 
(Peck, Seinfeld, Aglioti, & Slater, 2013). Conversely, other skin tones, such as the 
embodiment of alien-like purple skin tone, the embodiment of light skin, or a 
non-embodied dark-skinned figure did not change participants’ implicit biases. 
The authors caution that further research is needed, as the variable ‘nervous’ 
appeared to mediate some of the findings. Nevertheless, the work by Peck et al. 
provides a notable contrast to previous immersive virtual environment research 
in which the embodiment of Black avatars was associated with greater implicit 
racial bias rather than less (Groom, Bailenson, & Nass, 2009).

Second, research by Maister et al. employed a unique approach in which a rubber 
hand illusion was used to deliver multisensory stimulation to light-skinned Cau-
casian participants. This technique prompted participants to feel as though the 
dark-skinned rubber hand they saw was actually their real hand. Researchers 
found that experiencing ownership over a dark-skinned hand decreased the im-
plicit racial biases of the light-skinned Caucasian participants (Maister, Sebanz, 
Knoblich, & Tsakiris, 2013). 

These novel research designs employed by Peck, Maister, and their respective re-
search teams are a testament to the creative approaches implicit bias scholars are 
embracing to shed further light on the operation of this cognitive phenomenon. 
In their own ways, both of these studies transform group affiliation, blurring the 
lines between “the self” and “the other.” Maister and colleagues capture the under-
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lying principles of these two studies well when they write, “These findings suggest 
that an increase in overlap between the self and other, induced by a change in 
body representation, was able to alter the perceived boundaries between ingroup 
and outgroup to modulate high-level social attitudes” (Maister, et al., 2013, p. 
176). Peck et al. share a similar sentiment regarding this strain of research. They 
state that being able to transfer someone to a different in-group can be a power-
ful technique for transforming individuals’ group affiliations (Peck, et al., 2013).

OTHER SCHOLARSHIP

Although outside of the racial and ethnic focus of this Review, it is worthwhile to 
note that implicit bias science, particularly use of the IAT, has expanded to new 
(and perhaps unexpected) realms. Recent research published in Social Behavior 
and Personality used the IAT to assess whether evaluative conditioning could 
alter implicit attitudes towards recycling (Geng, Liu, Xu, Zhou, & Fang, 2013). 
Similar work considered whether implicit attitudes can be useful for promoting 
green consumer behavior (Zimmerman, 2013). 

In the health domain, research by Schiller et al. explored both explicit and implic-
it attitudes about lung cancer relative to breast cancer, finding evidence of lung 
cancer stigma using both explicit and implicit measures (Schiller, et al., 2013). 
These studies, among others, signal the untapped range of possible scholarship 
that implicit bias knowledge presents. 



4CHAPTER FOUR

Employment
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T he employment realm, with all of its complex processes and multiple key 
actors, is another domain in which implicit racial bias not only exists, but 
can flourish. In fact, a March 2013 report released by the U.S. Equal Em-

ployment Opportunity Commission listed “unconscious bias and perceptions 
about African Americans” as one of the seven “major obstacles hindering equal 
opportunities for African Americans in the federal work force,” boldly declaring 
that the more subtle discrimination that exists in our current society “can often 
be directly attributable to unconscious bias” (EEOC African American Workgroup 
Report, 2013; “New EEOC Report Examines Obstacles Facing African Americans 
in Federal Workplace,” 2013). Some scholars note the growing assertion that un-
conscious bias is the most pervasive and important form of discrimination in 
society today, particularly in the workplace (Katz, 2007; Wax, 1999).

Indeed, implicit bias can permeate the employment process at many stages, such 
as those discussed in this chapter. Even well-meaning individuals who profess 
egalitarian values may hold implicit biases that result in negative employment 
consequences for minorities (Katz, 2007). In a short article in HR Review, Raj Tul-
siani regards unconscious bias as a “disease,” noting that recruitment consultants 
and others who analyze CVs (particularly those CVs that reflect non-traditional 
career paths) may be influenced by unconscious bias, and organizations must 
be proactive to mitigate its unfortunate effects on minority candidates (Tulsiani, 
2013). Green and Kalev caution that we must be aware of implicit biases not only 

“...EVEN THE MOST WELL-MEANING PERSON 
UNWITTINGLY ALLOWS UNCONSCIOUS 
THOUGHTS AND FEELINGS TO INFLUENCE 
SEEMINGLY OBJECTIVE DECISIONS. THESE 
FLAWED JUDGMENTS ARE ETHICALLY 
PROBLEMATIC AND UNDERMINE MANAGERS’ 
FUNDAMENTAL WORK—TO RECRUIT AND 
RETAIN SUPERIOR TALENT, BOOST THE 
PERFORMANCE OF INDIVIDUALS AND TEAMS, 
AND COLLABORATE EFFECTIVELY WITH 
PARTNERS.”

Dr. Mahzarin R. Banaji, Dr. Max H. Bazerman, and Dr. Dolly Chugh, 2003, p. 56
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in moments of decision making (such as when hiring new employees) but also 
during everyday workplace interactions (T. K. Green & Kalev, 2008). We now turn 
to more specific aspects of the employment domain to examine how implicit 
racial bias can operate across various contexts.

INGROUP BIAS AND NEBULOUS NOTIONS OF  
BEING A GOOD “FIT” FOR A POSITION

One overarching concern in the employment realm is the introduction of implic-
it bias through ingroup bias wherein people who are ‘one of us’ (i.e., our ingroup) 
are favored compared to those in the outgroup, meaning those who differ from 
ourselves (Greenwald & Krieger, 2006). Ingroup favoritism is associated with 
feelings of trust and positive regard for ingroup members and surfaces often on 
measures of implicit bias (see, e.g., Greenwald, et al., 1998). 

In terms of employment, ingroup bias can compel people to favor those who 
are most similar to themselves, thereby leading to a tendency for bosses and 
other human resources personnel to hire, promote, or otherwise esteem those 
who mirror attributes or qualities that align with their own (Banaji, Bazerman, 
& Chugh, 2003; Bendick Jr. & Nunes, 2012). Colloquial terms associated with 
this phenomenon include “like-for-like,” fostering a “mini me” culture, finding 
someone who fulfills the nebulous and elusive notions of being a good “fit” for 
a given position, or identifying someone with whom you have “chemistry” (Lus-
combe, 2012; Peacock, 2013a, 2013b; H. Ross, 2008; Shah, 2010; Tulsiani, 2013). 

Critically analyzing this concept of “fit” and “cultural matching,” a 2012 article 
by Lauren A. Rivera argued that hiring is more than just finding the most qual-
ified candidate; rather, it relies heavily on cultural matching. More specifically, 
and quite alarmingly, in Rivera’s study on the hiring practices of elite employers, 
she finds that “Evaluators described fit as being one of the three most important 
criteria they used to assess candidates in job interviews; more than half report-
ed it was the most important criterion at the job interview stage, rating fit over 
analytical thinking and communication” (Rivera, 2012). 

Finally, quoted in The New York Times, behavior expert Ori Brafman echoed these 
ingroup bias concerns more broadly, asserting that “Time and again, the research 
shows that interviews are poor predictors of job performance because we tend 
to hire people we think are similar to us rather than those who are objectively 
going to do a good job” (Alboher, 2008). 
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ANTI-DISCRIMINATION LAW – TITLE VII 

In the years since Title VII, human resource professionals and hiring manag-
ers have been expected to conduct hiring searches that are free from bias and 
discrimination. As part of the Civil Rights Act of 1964, Title VII explicitly artic-
ulates unlawful practices that cover a broad range of employment-related situ-
ations, such as: 

Section 703. (a) “It shall be an unlawful employment practice for an employer –

(1) to fail or refuse to hire or to discharge any individual, or otherwise to discrim-
inate against any individual with respect to his compensation, terms, conditions, 
or privileges of employment, because of such individual’s race, color, religion, sex, 
or national origin; or

(2) to limit, segregate, or classify his employees or applicants for employment in 
any way which would deprive or tend to deprive any individual of employment 
opportunities or otherwise adversely affect his status as an employee, because of 
such individual’s race, color, religion, sex, or national origin.” (Title VII of the Civil 
Rights Act of 1964) 

Many scholars have contended that the current body of anti-discrimination laws 
are ill-equipped to address or affect implicitly biased behaviors (see, e.g., Bagen-
stos, 2006; Krieger, 1995). This argument has also been put forth in the employ-
ment context. For example, Strauss writes, “Unconscious bias challenges antidis-
crimination law because it implies that individuals treat women and minorities 
in a disparate manner, resulting in negative employment decisions, when they 
are oblivious to doing so” (see also Jolls & Sunstein, 2006; Strauss, 2013). On a 
related note, Wexler and colleagues do not challenge the existence of implicit 
bias but contend that “it has no place in today’s legal landscape” because its mea-
sures of reliability and validity are, in their view, “insufficient to prove liability in 
either a disparate treatment or a disparate impact claim under Title VII” (Wexler, 
Bogard, Totten, & Damrell, 2013).

Conversely, others assert their belief in Title VII’s ability to handle unconscious 
discrimination. Hart argues that “the existing Title VII framework provides sig-
nificant potential for challenging unconscious discrimination” (M. Hart, 2005, p. 
745). Jolls declares that these laws can have the effect of reducing implicit bias 
in important ways. Specifically, in the employment realm she reflects on how 
anti-discrimination laws’ prohibition on discriminatory hiring, firing, and pro-
motions can reduce implicit workplace bias through increasing the representa-
tion of protected groups to create a diverse workforce (Jolls, 2007). Lee goes a 
step farther and parses out specific strategies for introducing unconscious bias 
to employment discrimination litigation, ultimately declaring that the disparate 
treatment aspect of Title VII (as opposed to disparate impact) may be the most 
practical approach (A. J. Lee, 2005).
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UNCOVERING BIAS BY USING FICTITIOUS RESUMES

Researchers have found the use of fictitious resumes to be a valuable method for 
gaining insights on how implicit biases can taint the very first step in the hiring 
process—sorting resumes and other application materials into categories that dis-
tinguish potential candidates from those who do not merit further consideration.

One popular and oft-cited study on racial discrimination in the labor market is a 
2004 article by Bertrand and Mullainathan. In a field experiment, the research-
ers responded to over 1,300 help-wanted ads in Chicago and Boston newspapers 
by sending fictitious resumes featuring randomly assigned African American- or 
White-sounding names. In addition to modifying the applicants’ names, they also 
experimentally varied the quality of the resumes. The resumes of higher quality 
applicants reflected a longer work history with fewer employment gaps, a rele-
vant certification, foreign language skills, and/or honors that the lower quality 
applicants lacked. This manipulation of resume quality was carefully handled 
so that high quality applicants did not risk appearing overqualified for a given 
position. Researchers responded to each ad with four resumes (a high quality 
African American applicant, a low quality African American applicant, a high 
quality White applicant, and a low quality White applicant) that closely fit the 
job description. 

The racial differences in callbacks were startling and statistically significant. 
Looking solely at the name manipulation, White-sounding names (e.g., Emily, Greg, 
Sarah, Todd) received 50 percent more callbacks for interviews than resumes with 
African American-sounding names (e.g., Lakisha, Jamal, Latoya, Tyrone) (Bertrand 
& Mullainathan, 2004). Putting this in perspective, “a White name yields as many 
more callbacks as an additional eight years of experience on a resume” (Bertrand 
& Mullainathan, 2004, p. 992). The researchers then analyzed how the racial gap 
in callbacks was affected by resume quality. Higher quality White resumes were 
27 percent more likely to receive callbacks than lower quality White resumes; 
however, African American resumes did not experience the same gains with the 
improved credentials. An improved resume for an African American applicant 
only increased the likelihood of a callback by eight percent, which is not even a 
statistically significant difference from what the lower quality African American 
applicant received. After ruling out several other possible explanations for these 
disparities, including various job and employer characteristics, Bertrand and Mul-
lainathan are left to conclude that race is a factor when reviewing resumes, and 
that even within the context of an identical job search, individuals with African 
American-sounding names receive fewer interviews. 

As Jost et al., 2009 points out, Bertrand and Mullainathan’s study does not provide 
absolute certainty that the discriminatory behavior documented resulted from 
implicit rather than explicit biases (Jost, et al., 2009). Nevertheless, the resume 
selection task “theoretically satisfies several criteria thought to be important for 
implicit discrimination to arise” (Bertrand, et al., 2005, pp. 95–96). These include 
time pressures wherein the hiring managers must sort through large quantities of 
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applications in a timely manner, ambiguity from the lack of a simple formula that 
plainly distinguishes “good” applicants from the other candidates, and minimal 
accountability in that little justification or explanation is required when differen-
tiating potential hires from those discarded (Bertrand, et al., 2005). Moreover, two 
subsequent resume-focused studies discussed below provide further evidence 
that race-based hiring biases are likely to be linked to implicit bias. 

First, in a pilot test conducted by Bertrand, Chugh, and Mullainathan, student par-
ticipants were asked to screen 50 resumes and select those that they believed were 
the 15 best candidates. Mirroring Bertrand and Mullainathan’s study design, each 
resume had been randomly assigned a first name that was either White-sounding 
or Black-sounding. Findings indicated that while no correlation emerged between 
the number of African American resumes selected and the participants’ explic-
it attitudes toward African Americans; however, individuals’ implicit attitudes 
about intelligence in Blacks and Whites correlated with the number of African 
American resumes subjects selected, particularly for individuals who felt rushed 
during the task (Bertrand, et al., 2005).

Second, exploring this phenomenon outside of the U.S. context, other research-
ers have found similar unconscious biases against various groups when exam-
ining resumes. Carlsson and Rooth (2007) uncovered implicitly discriminatory 
behavior among Swedish employers when they studied the callback rate of ap-
plications for fictitious individuals. Employing a research design similar to Ber-
trand and Mullainathan (2004), Rooth submitted comparable applications using 
either common Swedish or Middle Eastern-sounding male names for a range of 
highly skilled or unskilled occupations. Of the 3,104 applications distributed to 
1,552 employers, in 283 cases only one of the two individuals was offered an in-
terview; Middle Eastern candidates had a callback rate that was, on average, 50% 
lower compared to the applications bearing Swedish-sounding names, despite 
all other aspects of the applications being comparable (Carlsson & Rooth, 2007).

Following up on this research several months later, Rooth located a subset of the 
employers/recruiters from the aforementioned Carlsson and Rooth (2007) study 
and measured recruiters’ explicit and implicit attitudes and performance stereo-
types of Swedish and Middle Eastern male workers. Results suggested a strong 
and statistically significant negative correlation between implicit performance 
stereotypes (e.g., Swedes as hardworking and efficient vs. Arabs as lazy and slow) 
and the callback rate for applicants with Arab/Muslim sounding names (Rooth, 
2007). More specifically, the probability that applicants with Arab/Muslim sound-
ing names being invited for an interview declined by 6% when the recruiter had at 
least a moderate negative implicit stereotype towards Arab/Muslim men (Rooth, 
2007). Beyond highlighting how implicit biases can color interview callback de-
cisions, Rooth emphasized that this study also showed the predictive power of 
the IAT in hiring situations.
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Geoffrey Beattie also used this fictitious resume approach to explore implicit 
biases in two 2013 publications. First, in his book, Our Racist Heart?: An Explora-
tion of Unconscious Prejudice in Everyday Life, Beattie discussed an exploratory 
study that examined the eye movements (“gaze fixation points”) of participants 
while they were looking at fictional CVs and applicant pictures related to a job 
posting. Beattie sought to understand whether there was a relationship between 
his British participants’ implicit racial biases and their review of the CVs. He 
found that participants with higher implicit preferences for Whites compared 
to non-Whites spent more time looking at the positive information on the White 
candidates’ CVs and less time looking at the positive information on the CVs of 
non-White candidates (Beattie, 2013). Based on this finding, Beattie concludes 
that “our implicit attitude would seem to be directing our unconscious eye move-
ments to provide exactly the information it wants for a ‘rational’ decision. This is 
both extraordinary and very worrying” (Beattie, 2013, p. 241).

Second, Beattie collaborated with Doron Cohen and Laura McGuire to study 
British participants’ implicit and explicit attitudes toward ethnic minorities in 
the context of selecting candidates to interview for specific jobs in higher edu-
cation. White and non-White British participants reviewed CVs and photographs 
of comparable White and non-White candidates for an academic position and an 
administrative post. Using the multi-ethnic IAT described in Chapter 2, the re-
searchers then compared participants’ implicit ethnic bias scores with how they 
rated and prioritized candidates for interviews. Results showed that pro-White 
implicit attitudes predicted the interviewee candidates selected by White, but 
not non-White participants (Beattie, et al., 2013). Reflecting on the fact that the 
candidates’ CVs for each position were similar except for the name and photo-
graph on the CV, Beattie et al. declared that implicit ethnic bias is the only plau-
sible explanation for why White candidates favored White applicants (Beattie, et 
al., 2013). They concluded with a range of policy suggestions to help counter the 
presence of implicit biases in resume review and interviewee selection, includ-
ing assessing candidates using specific, pre-defined selection criteria, employing 
an ethnically diverse selection panel, and allowing plenty of time for decision 
making (Beattie, et al., 2013).

INTERVIEWS

For most jobs, employment interviews represent a key component of the hiring 
process. The judgments and decisions made by employers assessing job candidates 
during interviews comprise yet another realm in which implicit racial biases can 
creep into the selection process. Work by Segrest Purkiss and colleagues consid-
ered two ethnic cues that can evoke implicit biases in an interview setting—the 
presence or absence of speech accent, and whether or not the candidate has an 
“ethnic name”—to study the effects of these cues on interviewers’ favorable judg-
ments and decision to hire. This particular experiment focused on cues that would 
signal Hispanic ethnicity, specifically Spanish-accented English and a name that 
suggests Hispanic ethnicity (e.g., Miguel Fernandez compared to Michael Freder-
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ickson). Utilizing a matched-guise technique to manipulate accent and ethnici-
ty cues and controlling for several other factors, the researchers found that the 
interaction of applicant name and accent predicted favorable judgments of the 
applicant; the applicant with an ethnic name and accent was regarded the least 
positively (Segrest Purkiss, Perrewé, Gillespie, Mayes, & Ferris, 2006). The authors 
acknowledge that “subtle cues may be triggering unconscious or implicit forms 
of ethnicity bias in judgments and decisions” (Segrest Purkiss, et al., 2006, p. 155). 

The interpersonal nature of interviews also allow for interviewers to evaluate 
candidates not only by the candidates’ statements, but also through their nonver-
bal behaviors (Parsons & Liden, 1984; Parsons, Liden, & Bauer, 2009). Converse-
ly, the verbal and nonverbal actions by interviewers can also affect candidates’ 
performance. An article by Word et al. studied the behavior of White interviewers 
interacting with both Black and White applicants, finding that White interview-
ers placed more physical distance between themselves and Black applicants as 
opposed to White (Word, Zanna, & Cooper, 1974). White interviewers also spent 
25% less time with Black applicants and made significantly more speech errors 
around them compared to the White job candidates (Word, et al., 1974). These 
kinds of nonverbal body language findings have been associated with the pres-
ence of implicit racial biases in more recent interracial interaction scholarship 
from non-interview contexts (see, e.g., Dovidio, et al., 2002; Fazio, et al., 1995). 

PERCEPTIONS OF COMPETENCE DURING HIRING

Another aspect of the employment realm where implicit bias can lurk is when as-
sessing an applicant’s competence for a position. A study by Dovidio and Gaertner 
found that when evaluating candidates for a position as a peer counselor, White 
participants rated Black and White candidates equally when the candidates were 
either clearly well-qualified or poorly-qualified. However, when the candidates’ 
qualifications were ambiguous, Black candidates received less strong recommen-
dations and were recommended for hire less often than similarly situated White 
candidates (Dovidio & Gaertner, 2000). This finding aligns with other work that 
suggests that ambiguous situations can trigger reliance on implicit biases (Levin-
son & Young, 2010a; National Center for State Courts). 

A 2001 experiment considered how the race and applicant quality can have effects 
on employment decisions and the actual decision makers’ ability to recall the 
applicants’ responses after the interview has concluded. While the research par-
ticipants in the hiring role were shown to have selected Black and White candi-
dates equally, the Black job applicants were remembered one week later as having 
given less intelligent answers, even though their actual responses were identical 
to the White applicants (Frazer & Wiersma, 2001). Frazer and Wiersma cite the 
cognitive sciences when explaining this discrepancy. Recognizing that schemas 
are mental shortcuts that allow us to quickly categorize individuals and associate 
meanings with those categories (for more on schemas, see Kang, 2009), the re-
searchers note that the schema of ‘Black person’ was activated during the recall of 
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the Black applicants’ interview. This particular schema likely provoked the social 
stereotype of Blacks being less intelligent than Whites (Frazer & Wiersma, 2001). 
The researchers presume that this negative schema was suppressed during the 
hiring decision phase that did not indicate any signs of prejudice but was later 
revealed through the unobtrusive recall measure. 

THE ILLUSION OF OBJECTIVITY AND HIRING MANAGERS

Given the pervasiveness of implicit biases, it is not surprising that hiring manag-
ers are susceptible to the illusion of objectivity, which refers to the false impres-
sion that one may be free from biases, opinions, and other subjective influenc-
es (Armor, 1999). In a study by Ulhmann and Cohen, participants were asked to 
evaluate job candidates. Some participants were primed to view themselves as 
objective while others were not. Distressingly, the researchers found that “when 
people feel that they are objective, rational actors, they act on their group-based 
biases more rather than less” (Uhlmann & Cohen, 2007, p. 221). Other work de-
clares that when implicit associations arise in the hiring process, “their predom-
inantly negative content about traditionally excluded groups (e.g., African Amer-
icans are uneducated; women are not career-committed) handicap members of 
these groups in competing for jobs” (Bendick Jr. & Nunes, 2012, p. 240). Bendick 
and Nunes cite a plethora of reasons why individuals who make hiring decisions 
may truly believe their decisions are objective and unbiased when in reality their 
decision-making process is rife with implicit biases due to the unconscious in-
fluence of stereotypes (Bendick Jr. & Nunes, 2012). 

HIRING DECISIONS

Ziegert and Hanges (2005) considered employment discrimination in the context 
of hiring decisions, specifically focusing on the role of implicit racist attitudes 
and motivation to control prejudice. Non-Black participants completed explicit 
attitude measures as well as a race-based IAT that uncovered a negative implicit 
bias toward Blacks among members of the sample. Participants then were placed 
in the role of a hiring manager and asked to evaluate the dossiers of eight job ap-
plicants. Two conditions existed—a climate for equality and a climate for racial 
bias (in which participates were provided a business-based justification for sup-
porting racial discrimination). Researchers discovered that when a climate for 
racial bias existed, implicit racism interacted with this climate to predict discrim-
ination (Ziegert & Hanges, 2005). Specifically, discrimination against Black job 
candidates was higher for more implicitly racist participants in the climate for 
racial bias condition (Ziegert & Hanges, 2005). The researchers also emphasize 
that the explicit measures of bias did not predict discrimination; however, the 
implicit measure did predict racially biased discriminatory actions. 
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PERCEPTIONS OF LEADERSHIP

One group that has been particularly studied with respect to perceptions of lead-
ership is Asian Americans. Widely characterized as a well-educated, high achiev-
ing population, Asian Americans have often been stereotyped as a “model minori-
ty” (Cheryan & Bodenhausen, 2000; The Rise of Asian Americans, 2012). Despite 
these attributes, Asian Americans generally have not ascended to leadership po-
sitions in high numbers. For example, one report on the representation of Asians 
and Pacific Islanders (APIs) on the boards of Fortune 500 companies noted that 
APIs held only 135 (2.43%) of the 5,545 board seats, and 77.8% of Fortune 500 
companies did not have any Asians or Pacific Islanders on their boards whatsoev-
er (2011 API Representation on Fortune 500 Boards, 2011). Research has sought 
to understand how biases related to leadership may play a role in hindering the 
professional ascent of Asian Americans. Thomas Sy and colleagues found that 
when Asian Americans were in roles in which they were perceived to be more 
technically competent than Caucasian Americans (e.g., engineers), they were still 
perceived “to be less prototypic leaders” than Caucasians (Sy, et al., 2010). This 
finding aligns with previous work by Rosette et al., 2008, who found that “being 
White is an attribute of the business leader prototype” (Rosette, Leonardelli, & 
Phillips, 2008, p. 762). Others have noted that the perception of Asian Americans 
being passive can hinder their ability to be seen as leaders (Bridgeford, 2013). 
Expanding this exploration to other populations, results from an earlier study 
found that Caucasian Americans and Asian Americans were regarded as being 
more associated with the successful-manager prototype than African Americans 
or Hispanic Americans (Chung-Herrera & Lankau, 2005). In sum, unconscious 
racial and ethnic stereotypes regarding the attributes of various populations 
can manifest themselves in perceptions of leadership and what individuals are 
seen as leaders.

PERFORMANCE AND PERFORMANCE EVALUATIONS

Performance evaluations are another aspect of employment where implicit bias 
can arise, often to the detriment of non-White employees (Wax, 1999). Several 
studies have documented that Black and White evaluators assess members of 
their own racial group more highly on performance evaluations than employees 
of other races (Greenhaus, Parasuraman, & Wormley, 1990; Kraiger & Ford, 1985; 
Mount, Sytsma, Hazucha, & Holt, 1997). This research resonates with the concept 
of ingroup bias that was discussed earlier in this chapter.

When considering the collaborative atmosphere and team-based dynamics in 
many modern workplaces, Strauss cautions that performance evaluations in this 
environment can be conducive to the rise of implicit biases. She notes, “the focus 
on teams creates more possibilities for implicit bias when teams play a role in the 
performance evaluations of women and minorities,” notably when an individual’s 
particular identity category is salient and distinctive in an otherwise relatively 
homogenous context (this is known as the “solo effect”) (Strauss, 2013, p. 185).

UMSON
Highlight
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Another factor that can influence performance is stereotype threat. This psycho-
logical phenomenon refers to a fear of being viewed through the lens of a nega-
tive stereotype, or the fear of inadvertently confirming an existing negative ste-
reotype of a group with which one self-identifies (C. M. Steele & Aronson, 1995). 
Research indicates that these fears often manifest themselves in lower perfor-
mance by the stereotyped group, even when the steoreotyped group and com-
parison (non-stereotyped) group have been statistically matched in ability level 
(C. M. Steele & Aronson, 1995). In short, anxiety at the prospect of reinforcing a 
negative stereotype can implicitly activate a “disruptive apprehension” that in-
terferes with performance (Ferguson, 2003; C. M. Steele, 1997).

Research indicates that stereotype threat not only can exist in workplace set-
tings, but it can also unconsciously affect our self-perceptions and workplace 
performance (Roberson, Deitch, Brief, & Block, 2003; H. Ross, 2008). Among the 
studies that delve into this area, Roberson and Kulik concluded that three con-
ditions can exist in the workplace that make the activation of stereotype threat 
likely for negatively stereotyped groups: 1) the employee is invested in his/her 
work performance, that is, caring about his/her work and desiring to do well; 2) 
the work task is challenging and stereotype-relevant, and 3) the context/work 
setting seems to reinforce the stereotype (Roberson & Kulik, 2007). Also in the 
employment domain, Block and colleagues formulated a conceptual model to 
further understanding of the possible responses to stereotype threat in work-
place settings, including fending off the stereotype, becoming discouraged by 
the stereotype, and becoming resilient to the stereotype (Block, Koch, Liberman, 
Merriweather, & Roberson, 2011). Each response category includes specific strat-
egies an employee may adopt based on his/her response to the situation (Block, 
et al., 2011). In sum, the subtle activation of stereotypes can implicitly affect 
workplace performance.

ADDRESSING IMPLICIT BIAS IN THE WORKPLACE

Several strategies may be used to counter the effects of implicit biases in the 
employment process. While complete eradication may be impossible, the tech-
niques discussed in this section offer some oft-suggested ideas for addressing 
implicit bias in this realm.

First and foremost, individuals, particularly those involved in the hiring process, 
need to be made aware of the existence of implicit bias and the specific implicit 
biases that they themselves hold (Bertrand, et al., 2005; Faragher, 2013; Kang & 
Banaji, 2006; Rudman, 2004a). It is important to make people aware of any dis-
crepancies that may exist between their conscious ideals and non-conscious 
automatic biases they may hold (Dovidio, et al., 1997; Monteith, Voils, & Ash-
burn-Nardo, 2001). For many companies and organizations, this can take the form 
of staff trainings wherein participants are introduced to the concept of implicit 
bias and encouraged to consider the role it may play in various workplace inter-
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actions (Faragher, 2013). This knowledge is often sustained through the repeti-
tion and reinforcement of the ideas presented at the trainings (Faragher, 2013).3

Looking at the interview process, many individuals suggest that the structure of 
the hiring and interview procedures is key to minimizing the extent to which im-
plicit bias can infiltrate the process. For example, Segrest Purkiss and colleagues 
suggest additional training for interviewers, the use of a structured procedure 
for rating candidates, the presence of multiple interviewers, and videotaping the 
actual interview (Segrest Purkiss, et al., 2006). Others have endorsed structured 
interviews that limit the level of discretion available to the interviewers, thereby 
limiting the amount of bias (explicit or otherwise) that infiltrates the process 
(Babcock, 2006; Bertrand, et al., 2005; Huffcutt & Roth, 1998; Laskow, 2013).

Beattie cautions against asking for a “first impression,” “preliminary thought,” or 
a “gut response” in the selection interview stage, as these “gut feelings” are likely 
to be derived from biased implicit processes (Beattie, 2013, p. 254; Beattie, et al., 
2013). Like Beattie, Richards-Yellen’s advice for removing implicit bias when hiring 
includes a reminder to embrace a deliberative process that allows for time and 
reflection (Beattie, et al., 2013; Richards-Yellen, 2013). This admonition against 
making a quick decision echoes previous literature that declares that time lim-
itations can be a condition in which implicit biases arise (Bertrand, et al., 2005).

Finally, Ross (2008) captures many of these ideas in his list of ten ways to combat 
hidden biases in the workplace. They are summarized as follows:

1.) The first step to mitigating unconscious bias in the workplace is to recognize 
our own biases.

2.) “Reframe the conversation to focus on fair treatment and respect, and away 
from discrimination and ‘protected classes’” (p. 15). Examine every step of the 
employment process from screening resumes to termination for the presence of 
unconscious biases.

3.) Conduct anonymous employee surveys to uncover the presence of uncon-
scious biases, recognizing that the nature of these biases may vary across divi-
sions of a company.

4.) Conduct anonymous surveys with former employees to gather insights on any 
unconscious biases they may have experienced during their tenure. Assess their 
perceptions of the company now.

3. One free training toolkit on unconscious bias in a workplace setting, “Five Points for Progress,” is available 
online at http://raceforopportunity.bitc.org.uk/tools-case-studies/toolkits/five-5-points-progress-toolkit-know-
yourself-unconscious-bias-tool. 
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5.) Use the survey results from current and former employees to offer customized 
training to address unconscious bias by defining it, discussing its implications, 
and providing positive methods to address it.

6.) Implement an anonymous third-party complaint channel where employees 
may air unconscious bias concerns.

7.) Conduct a resume study in your own company or department to assess whether 
race and gender cues found on the resumes lead to unequal assessments of 
roughly equivalent resumes. (For a great example of this type of study, see Ber-
trand & Mullainathan, 2004.)

8.) Use a resume study (see above) “to reassign points based on earned accomplish-
ments vs. accidents of birth—e.g., take points off for someone who had an unpaid 
internship, add points for someone who put him/herself through college” (p. 15).

9.) Encourage the distribution of stories and images that counter stereotypes, 
particularly positive images of persons of color, GLBT, and women. The use of 
counter-stereotypic exemplars and similar debiasing agents has been discussed 
fairly extensively in the literature as a means to combat implicit bias (see, e.g., 
Dasgupta & Asgari, 2004; Dasgupta & Greenwald, 2001; Kang & Banaji, 2006; 
Kang, et al., 2012; Lehrman, 2006; National Center for State Courts), though there 
is not complete consensus on its effectiveness (Joy-Gaba & Nosek, 2010; Schmidt 
& Nosek, 2010). 

10.) “Identify, support and collaborate with effective programs that increase di-
versity in the pipeline” (p. 15).

Art of Hosting Meaningful  
Conversations Training –  
Implicit Bias
From July 29-31, 2013, a group of Ohio State 
faculty and staff participated in a training on 
the Art of Hosting Meaningful Conversations. 
The training introduced participants to a range 
of powerful methods for harnessing collective 
wisdom and engaging in meaningful conversa-

tions with an eye toward change. Structured as a three-day residential retreat, participants 
were empowered to host and design meaningful conversations within their own parts of 
the university community. In particular, the training emphasized meaningful conversations 
around implicit bias, reflecting on the questions participants had about implicit bias and the 
ways in which a fuller understanding of this phenomenon can help them in a workplace 
setting and beyond. This event was sponsored by The Women’s Place.
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CONCLUSION

In sum, “There is little doubt that unconscious discrimination plays a significant 
role in decisions about hiring, promoting, firing, and the other benefits and trib-
ulations of the workplace” (M. Hart, 2005). In an essay that encourages sociolo-
gists to look beyond purposive actions by dominant group members as the key 
force behind workplace inequality, Reskin declares that “we cannot rid work or-
ganizations of discrimination until we recognize… that much employment dis-
crimination originates in automatic cognitive processes” (Reskin, 2000, p. 321). 

Although this Review focuses primarily on racial and ethnic biases, this chapter 
would be incomplete without recognizing the extensive literature that has doc-
umented the implicit gender biases that exist in the employment domain. From 
hiring to promotions (notably the “glass ceiling” effect), implicit biases against 
women have been repeatedly shown to hinder women’s ability to enter into and 
advance in workforce (see, e.g., Goldin & Rouse, 2000; Levinson & Young, 2010b; 
Moss-Racusin, Dovidio, Brescoll, Graham, & Handelsman, 2012; Reskin, 2005; 
Rudman & Glick, 2001; Rudman & Kilianski, 2000; Strauss, 2013). Implicit biases 
against women in the workforce is also a very active topic of discussion outside 
of the academic realm both in the United States and abroad, with many Human 
Resource specialists, professional societies, and employers considering this phe-
nomenon and its implications for women’s careers (among many others, see, e.g., 
“Confronting Implicit Gender Bias in Neuroscience,” 2013; Dooley, 2013; L. Jones, 
2013; Ondraschek-Norris, 2013). 



5CHAPTER FIVE

Housing



59THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

G enerally speaking, housing and housing policy is a domain that has not 
been subjected to extensive scrutiny by implicit bias researchers, even 
though some scholars have asserted that implicit bias may infiltrate the 

housing rental market even more than the employment/hiring realm (see, e.g., 
Schwemm, 2007). Some studies have explored implicit bias in housing but not 
with the depth and intensity that has been devoted to other domains, such as 
health care and criminal justice. In spite of the relatively few studies making 
direct connections between housing and the operation of implicit bias, there is 
considerable evidence that suggests the influence of implicit bias in this sphere 
(see, generally, “Township of Mount Holly v. Mt. Holly Gardens,” asserting that 
“underlying implicit biases play a large role in housing decision-making that 
perpetuates segregation,” p. 7). Moreover, whether buying or renting, the process 
of acquiring housing is often extensive, with multiple stages and many actors 
involved. The complexity of this process creates an environment in which im-
plicit biases may infiltrate numerous steps throughout these proceedings. This 
chapter reviews the existing research and seeks to encourage further scientific 
inquiries in this domain.

USING PAIRED TESTER / AUDIT STUDIES TO EXAMINE DISCRIMINATION

One popular technique for examining discrimination is the use of paired-testing 
studies, also known as audit studies. This research method places two testers—one 
White and one non-White—who are comparably matched on various characteris-
tics (e.g., age, gender, etc.) into a particular social or economic setting (Bertrand 
& Mullainathan, 2004). The testers are carefully trained to present themselves as 
alike as possible, such as posing the same questions and asserting similar prefer-
ences during their interactions (M. A. Turner, et al., 2013). Given that the testers’ 
self-presentation and interests are parallel, the underlying logic is that they should 

“...WHATEVER THE UNDERLYING CAUSES 
OF IMPLICIT BIAS MAY PROVE TO BE, ITS 
EXISTENCE PROVIDES AN ADDITIONAL LAYER 
OF INSIGHT INTO WHY HOUSING INEQUALITY 
AND SEGREGATION PERSIST DESPITE THE 
DISMANTLING OF AN EXPRESS RACIAL 
ORDER IN AMERICAN PROPERTY LAW.”

Professor Michelle Wilde Anderson & Dr. Victoria C. Plaut, 2012, p. 44
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receive the same treatment; therefore, systematic differences in treatment are 
seen as evidence of discrimination (M. A. Turner, et al., 2013). The goal of paired 
testing is to assess the level or frequency of differential treatment in a given 
context, such as seeking to secure housing (National Research Council, 2002).

Begun in the late 1970s, the U.S. Department of Housing and Urban Develop-
ment (HUD) has done nationwide paired-testing studies approximately once 
a decade in an effort to measure the extent of discrimination in U.S. housing 
markets (M. A. Turner, et al., 2013). Following the first study in 1977, subsequent 
iterations occurred in 1989, 2000, and most recently in 2012. While the first study 
examined only the differential treatment experiences by Blacks as opposed to 
Whites (see Wienk, Reid, Simonson, & Eggers, 1979), more recent editions have 
expanded to include Hispanic and Asian renters and homebuyers (see, e.g., M. 
A. Turner, et al., 2013).

These HUD studies have documented the persistence of housing discrimination, 
and the latest edition is no exception. Released in June 2013, in this latest report 
HUD employed this matched tester research method more than 8,000 times in 28 
metropolitan areas. The results were striking. As a mere taste of the many dispa-
rate findings, consider the following (all from M. A. Turner, et al., 2013):

 ■ Among those seeking to rent, Black, Hispanic, and Asian renters all were both 
told about and shown fewer housing units than equally qualified White renters. 
More specifically, compared to Whites, Blacks were told about 11.4% fewer units 
and shown 4.2% fewer units. Prospective Hispanic renters fared even more poorly 
compared to Whites, being told about 12.5% fewer units and shown 7.5% fewer 
units. Asians were told about nearly 10% fewer units than Whites (9.8%) and 
were shown 6.6% fewer units.

 ■ Among prospective homebuyers, Black and Asian homebuyers were both told 
about and shown fewer houses than equally qualified Whites. The gap between 
units discussed with prospective Black and Asian homebuyers compared to Whites 
were 17% fewer units for Blacks and 15.5% for Asians. The number of units Blacks 
and Asians were able to see indicate even larger disparities compared to Whites. 
Blacks were shown 17.7% fewer units and Asians were shown 18.8% fewer units.

 ■ The differences in treatment that Hispanic homebuyers experienced were not 
statistically significant from what the White testers experienced.

Moreover, the extent of the discrimination uncovered by HUD is even more alarm-
ing in light of the report’s acknowledgment that “the results reported here prob-
ably understate the total level of discrimination that occurs in the marketplace” 
(M. A. Turner, et al., 2013, p. 3). Indeed, while these matched tester studies are 
insightful, advocates and researchers have noted the imperfections and meth-
odological shortcomings of these audits, often concluding that discrimination 
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may in fact be worse than the matched tester data findings indicate (see, e.g., 
Freiberg, 2013; Heckman, 1998). 

Reflecting on how the 2013 compares to previous iterations of these HUD studies, 
lead researcher Margery Austin Turner contemplated on the implications of these 
results. With a nod to the more subtle, implicit nature of prejudice in modern 
society, she wrote, “Although the most blatant forms of housing discrimination 
(refusing to meet with a minority homeseeker or provide information about any 
available units) have declined since HUD’s first national paired-testing study in 
1977, the forms that persist (providing information about fewer units) raise the 
costs of housing search for minorities and restrict their housing options” (M. 
Turner, 2013). 

Others have furthered the connection between implicit biases and the outcomes 
of these housing audit studies. Using these paired-testing studies as an example 
to illustrate their point, Bertrand et al. indicated that “we find it reasonable to hy-
pothesize that several .. .  documented forms of differential treatment may, in part, 
reflect such implicit associations” (Bertrand, et al., 2005, p. 95). In addition, in a 
discussion regarding the role of implicit associations, Quillian affirmed that im-
plicit prejudice is likely to undergird the discrimination documented by housing 
audit studies (Quillian, 2008).

HOME VALUATIONS AND PRICE DIFFERENTIALS

Given that numerous variables are involved in the pricing of a home when it is 
placed on the market (e.g., location, condition, recent comparable sales, etc.) and 
the multiple actors involved in housing transactions (e.g., buyers, sellers, real-
tors, mortgage brokers, home inspectors, etc.), attempting to understand the ways 
in which implicit racial bias may infiltrate this lengthy process is no small task. 
Research suggests that implicit bias plays a role in “explaining the connection 
between property values and racial stereotyping of space” (“Township of Mount 
Holly v. Mt. Holly Gardens,” p. 17). 

For example, a 2012 working paper by Bayer et al. examined over two million re-
peat-sales housing transactions in four metropolitan areas over two decades to 
understand the extent of racial price differentials and the possibility of race prej-
udice being an explanatory factor for these differentials. In terms of price differ-
entials, the researchers revealed that Black and Hispanic buyers pay an average 
2% premium for comparable housing compared to White buyers; this percentage 
is statistically significant (Bayer, Casey, Ferreira, & McMillan, 2013). Moreover, 
when controlling for buyer attributes such as income, wealth, and credit access, 
average premiums paid by Black and Hispanic homebuyers increase to nearly 3% 
(Bayer, et al., 2013). In terms of the explanation for these robust premiums, Bayer 
et al. did not find any evidence of explicit racial bias on the part of sellers. While 
not directly addressing the possibility of implicit bias, they do leave the door 
open for its consideration when they write, “The lack of same-race preference on 
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the part of sellers, however, makes it less clear whether such differentials actu-
ally represent the consequences of discriminatory behavior or are an artifact of 
some other process related to home-buying” (Bayer, et al., 2013, p. 16). Moreover, 
in a nod to audit studies, they note that they “cannot rule out that animosity or 
prejudice may lead to the exclusion of minority buyers from purchasing certain 
properties in the first place” (Bayer, et al., 2013, p. 18). Further research is needed 
to explore the exact role that implicit bias may play in these price differentials.

Findings from other studies suggest that Whites use race (often implicitly) as 
a proxy for neighborhood characteristics such as housing values and proper-
ty upkeep. One study considered the extent of this association and asserted 
that race “has a stranglehold on how people think about and perceive neighbor-
hoods—even neighborhoods that, on the face of it, are identical” (Krysan, Farley, 
& Couper, 2008, p. 20). Findings indicated that Whites’ evaluations of neighbor-
hoods were significantly associated with residents’ races, revealing that Whites 
assumed that the housing stock in neighborhoods with Black residents was less 
likely to appreciate in value (Krysan, et al., 2008). The researchers noted that the 
biases Whites hold against neighborhoods with Black residents may stem, at least 
in part, from unconscious biases. 

ASSISTANCE FROM REAL ESTATE PROFESSIONALS

Implicit racial biases may also act as a subtle influence on rental and real estate 
agents. Some studies suggest discriminatory behavior by these agents, such as 
providing less information about available units or relevant financial incentives 
to minority customers (see, e.g., Choi, Ondrich, & Yinger, 2005; Yinger, 1998). For 
example, among the considerations in a 2005 study that used data from the nation-
al 1989 and 2000 HUD housing discrimination audit studies was the assistance 
(or lack thereof ) provided by real estate agents to individuals seeking housing. 
Specific financial assistance measures examined included “whether the agent 
explicitly offered to help a tester with obtaining a mortgage, whether the agent 
provided a list of recommended lenders, and whether the agent discussed the 
down payment necessary to purchase the advertised or similarly priced units” 
(S. L. Ross & Turner, 2005, p. 163). Among the results, Hispanics experienced 
relatively comparable treatment while searching for owner-occupied housing; 
however, their real estate agents provided less assistance with respect to obtain-
ing a mortgage (S. L. Ross & Turner, 2005). The implications of this lack of guid-
ance “may limit the choices and options available to minorities, especially first-
time homebuyers” (S. L. Ross & Turner, 2005, p. 177). 

RACE AND PERCEPTIONS OF NEIGHBORHOOD CRIME

Considering implicit bias with respect to space and place expands our focus 
from not merely individual actors, but also to the “socially shared meanings 
that develop from and reinforce group relations,” according to Anderson and 
Plaut (Anderson & Plaut, 2012, p. 32). Research has established the association 



63THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

between certain racial groups and neighborhood conditions, such as perceptions 
of crime. When it comes to property-related decision making, pervasive implicit 
biases can further the perception that predominantly Black neighborhoods suffer 
from crime (Anderson & Plaut, 2012). Compellingly, this implicit association can 
exist even despite evidence to the contrary. For example, a 2001 study considered 
the relationship between neighborhood racial composition and residents’ per-
ceptions of their neighborhood’s level of crime. Using data from the late 1990s 
in Chicago, Baltimore, and Seattle, the researchers found a positive association 
between the percentage of young Black men in a neighborhood and perceived 
crime, even when controlling for a variety of neighborhood characteristics (Quil-
lian & Pager, 2001). More specifically, the standardized effect of the percentage 
of young Black men was found to be one of the best predictors of neighborhood 
crime severity (Quillian & Pager, 2001). Having noted the “distorted perceptions 
in which the association of Blackness and criminality is systematically overrated,” 
Quillian and Pager suggested that a powerful mental association exists between 
race and crime, so much so that these perceptions overwhelm any actual asso-
ciations that exist (p. 722).

Moreover, research by B. Keith Payne further underscores the implicit association 
between crime and race. His 2001 study found that study participants who were 
primed with Black faces were able to more quickly identify guns (as opposed to 
hand tools) than when they were primed with White faces (Payne, 2001). More-
over, participants also misidentified tools as guns more often when exposed to a 
Black face prime (Payne, 2001). Given that crime levels are often considerations of 
individuals when assessing housing possibilities in prospective neighborhoods, 
the implicit association that exists between Blackness and crime can skew per-
ceptions of neighborhoods with Black residents, regardless of actual crime levels 
(Anderson & Plaut, 2012). 

RACE AND PERCEPTIONS NEIGHBORHOOD DISORDER

Implicit biases can also be manifested in race-based perceptions of neighbor-
hood disorder. Like the perceptions of crime discussed in the previous section, 
social science research suggests that the racial composition of a neighborhood 
affects perceptions of the level of disorder present in the neighborhood, often 
regardless of the actual signs of disorder (Anderson & Plaut, 2012; Sampson & 
Raudenbush, 2004). Several studies address this topic.

Work by Sampson and Raudenbush investigated perceptions of disorder, specif-
ically considering how the neighborhood context (e.g., racial, ethnic, socioeco-
nomic structure) affects perceptions of disorder beyond objective, systematic 
assessments thereof. Considering the role of implicit bias, they argue that the 
association between the racial composition of a neighborhood and perceptions 
of disorder should be independent of the observer’s own racial/ethnic character-
istics (Sampson & Raudenbush, 2004). Indeed, in their multifaceted study that 
spanned approximately 500 block groups in Chicago, the researchers found that 
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“Blacks are no less likely than Whites to be influenced by racial composition in 
predicting disorder” (Sampson & Raudenbush, 2004, p. 336). Models indicated 
that the social and ethnic composition of neighborhoods held a positive and 
highly significant association with perceived disorder (Sampson & Raudenbush, 
2004). In short, minority presence in neighborhoods affected perceptions of dis-
order for both Blacks and Whites beyond the presence of actual, systematically 
observed disorder.

More recently, a 2013 article by Wickes et al. provides further support for Sampson 
and Raudenbush (2004). Wickes and colleagues focused on whether residents’ ob-
servations of the minority composition of a given area distorts their perceptions 
of disorder. Reflecting on previous research by Chiricos and colleagues that the 
perception of minorities rather than their actual presence matters when perceiving 
neighborhoods (Chiricos, McEntire, & Gertz, 2001), Wickes et al. sought to explicate 
the connection between “seeing” minorities and perceiving disorder. Researchers 
used a survey of nearly 10,000 residents within nearly 300 neighborhoods in two 
Australian cities to pursue this inquiry. Wickes and colleagues found that when 
residents overestimated the presence of minorities in their neighborhood, they 
also perceived greater disorder, and this relationship remained significant even 
after controlling for an extensive number of individual and community charac-
teristics (Wickes, Hipp, Zahnow, & Mazerolle, 2013). Thus, due to implicit biases, 
“how residents ‘see’ others in their neighborhood has significant implications for 
perceptions of neighborhood problems” (Wickes, et al., 2013, p. 547).

In sum, implicit biases may “reinforce disadvantage and disinvestment in neigh-
borhoods such that racial, ethnic, and class composition of an area become aligned 
with particular ‘kinds’ of places, inhabited by certain ‘types’ of people” (Wickes, et 
al., 2013, p. 523). Sampson and Raudenbush make the implicit bias and disorder 
connection more forcefully, asserting that “implicit bias in perceptions of disor-
der may be one of the underappreciated causes of continued racial segregation” 
(Sampson & Raudenbush, 2004, p. 337). 

NEIGHBORHOOD DEMOGRAPHICS AND INTERACTIONS

Residential racial/ethnic segregation in the United States is an extensive and 
well-documented phenomenon (see, e.g., Frey & Myers, 2005; Glaeser & Vigdor, 
2001; Iceland, Weinberg, & Steinmetz, 2002). However, in contrast to the segre-
gated neighborhood demographic trends we observe, some sources indicate 
that housing segregation is not necessarily a byproduct of residents’ explicit 
desires. For example, a 2012 ERASE Racism report examined the housing and 
neighborhood preferences of African Americans on Long Island. In contrast to 
the common (mis)perception that Blacks desire to live in communities that are 
largely Black, the vast majority of respondents asserted that given the option, they 
would choose to live in a racially mixed neighborhood (Erase Racism, 2012). Only 
1% of respondents preferred an all-Black neighborhood. Moreover, nearly 70% 
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of individuals surveyed favored a racially mixed neighborhood that was evenly 
divided between Black and White residents. 

While many factors contribute to the segregated housing patterns we observe, 
one of the outcomes of living in largely homogenous areas is that many people 
lack intergroup exposure. This dearth of exposure to and personal engagement 
with members of other racial groups can perpetuate implicit biases. Notably, the 
scholarly literature suggests that diverse spaces that allow for intergroup contact 
can have a debiasing effect on individuals (Pettigrew, 1997; Pettigrew & Tropp, 
2006; Telzer, et al., 2013). Diverse neighborhoods may provide an environment 
for prolonged interpersonal contact, and research indicates that “being embed-
ded in naturally existing local environments that facilitate positive contact with 
members of stereotyped groups create and reinforce positive implicit associations, 
thereby counteracting implicit bias” (Dasgupta, 2013, p. 247; see also Dasgupta 
& Rivera, 2008). Research by Telzer and colleagues qualifies this claim slightly, 
noting that while neighborhood diversity may contribute to interracial contact, 
perhaps more important for children is having cross-race friends and classmates, 
as a school context provides for extensive hours of intergroup peer interactions 
(Telzer, et al., 2013).

 

A CALL FOR FURTHER RESEARCH

In short, while implicit bias research in the housing realm is not particularly robust, 
existing scholarly evidence suggests that these unconscious biases influence a 
range of real estate interactions and transactions. “Even when housing provid-
ers and lending institutions are not consciously making biased decisions, their 
actions and behavior are often primed by stereotypes and subconscious or un-
conscious perceptions of minority homeseekers throughout the housing process” 
(“Township of Mount Holly v. Mt. Holly Gardens,” p. 21). Given the complex dy-
namics surrounding the various actors engaged in any housing transaction, ad-
ditional research is needed to further examine and explain the multitude of ways 
in which implicit racial biases operates in this domain.
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As this edition of the State of the Science: Implicit Bias 
Review shows, the science and literature related to implicit bias is 
currently moving forward with tremendous momentum. Beyond 
scholarly publications, this momentum has been augmented and 
complemented by an increase in public discourse related to implicit 
biases and their real-world effects.

WITH ALL OF THE ENERGY devoted to furthering this realm of scientific inquiry, 
one of the questions that naturally follows is—what’s next for the field of im-
plicit bias? While it would be inappropriate to introduce speculation into an evi-
dence-driven document such as this, some scholars have raised questions in their 
publications that constitute at least reasons for reflection, if not calls for further 
inquiry. Several research efforts led by Irene V. Blair ponder these topics in the 
health/health care domain. Consider these examples:

 ■ In light of their finding that implicit bias levels for primary care providers and 
community members were generally the same, Blair and colleagues noted that 
the implicit biases they observed did not seem to be a problem specific to health 
care professionals but rather indicative of larger societal issues. The question 
that emerged, then, was, “Is it enough for patients that no more bias is likely to 
appear within the health care setting than outside, or are health care providers 
held to a higher standard?”(Blair, Havranek, et al., 2013, p. 95) Parallel inquiries 
could surely be launched with respect to police officers, judges, teachers, and 
other key individuals whose roles position them (and their respective implicit 
biases) to have a tremendous impact on the lives of others. 

 ■ While uncommon, some individuals do show no implicit biases on specific mea-
sures (i.e., they display no implicit preference toward one group over another). 
One health care study by Blair and colleagues found that of the primary care pro-

CONCLUSION
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viders in their sample, approximately 18% held no bias toward Latinos and 28% 
were unbiased with respect to African Americans (Blair, Havranek, et al., 2013). 
The researchers suggest that findings such as this provide an opportunity for a 
unique line of inquiry. Rather than focusing on biased individuals, perhaps there is 
merit in concentrating research efforts on understanding the unbiased providers, 
such as considering what approach or other factors allow these individuals to be 
both implicitly and explicitly egalitarian. Moreover, is there something about the 
approach of these unbiased primary care providers that can be taught to others? 

 ■ In a 2011 article, researchers articulated a “roadmap” for future implicit bias 
research in the health care field (Blair, Steiner, & Havranek, 2011). The authors 
raise several fascinating inquiries related to three overarching research goals 
they identify.

Under the first goal of determining “the degree of implicit bias with regard to 
the full range of social groups for which disparities exist,” Blair and colleagues 
encourage consideration of the intersection of overlapping group biases given 
that all individuals are simultaneously members of multiple social groups (e.g., 
gender group, age group, racial/ethnic group, etc.) (Blair, et al., 2011, p. 74). They 
also ponder the extent to which implicit bias exists among a range of health care 
professionals (i.e., not just primary care providers), particularly in an era of mul-
tidisciplinary health care teams. They also encourage further research regarding 
not only the health care providers’ implicit biases, but also the implicit biases 
the patients possess, and how the combination of these implicit biases from both 
parties may affect communication and treatment. 

For the second goal of learning more about how implicit biases relate to clinical 
care and outcomes, Blair et al. suggest both clinical and laboratory studies so that 
researchers can “determine whether differences in the levels of disparity found 
from one clinician to another co-vary with differences in levels of the clinicians’ 
bias” (Blair, et al., 2011, p. 75).

The final goal Blair and colleagues expressed focuses on adapting and testing 
interventions. Noting that interventions should focus on several levels, “such in-
terventions could attempt to reduce implicit bias directly, could bolster patients’ 
defenses against bias, or could alter care delivery systems to mitigate the effects 
of bias” (Blair, et al., 2011, p. 75). 

These examples of future research directions from the health/health care field 
provide a mere glimpse into the exciting body of ongoing research efforts that 
should emerge in forthcoming publication cycles and will be documented by up-
coming editions of the State of the Science: Implicit Bias Review. 
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HELPFUL MATERIALS

This Review closes with appendices of materials that may prove useful for indi-
viduals interested in educating others regarding implicit racial biases. Appen-
dix A contains a fictitious conversation with someone who is skeptical of the 
concept of implicit bias that models a way of sharing relevant information in a 
straightforward and less academic manner. Appendix B is a quick fact sheet on 
implicit bias and its effects.

To download the 2013 review and view the full archive of Kirwan Institute’s 
work on implicit bias, visit kirwaninstitute.osu.edu/implicit-bias-review.

“Our minds automatically justify our decisions, 
blinding us to the true source, or beliefs, behind 
our decisions. Ultimately, we believe our 
decisions are consistent with our conscious 
beliefs, when in fact, our unconscious is 
running the show.”
Howard Ross, 2008, p. 11



Appendix
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While conversations about implicit bias are flourishing in some arenas such as the social 
justice field, the reality is that many people remain unfamiliar with the concept and its dynam-
ics. This section provides a model to help guide conversations with those who have not yet 
been informed about this phenomenon. The tone used here mirrors that of a normal conversa-
tion in an effort to illustrate how this academic and scientific concept can be made accessible 
to a broader audience. Since these conversations often originate in the context of doubt or con-
fusion from one party, the dialogue is structured to be intentionally persuasive in an effort to 
help counter and rebut skeptics.

I’m sorry, but I’m not familiar with that term you 
just mentioned—implicit bias. What are you 
talking about?
Oh, implicit bias? It’s a fascinating concept! Implicit 
biases are attitudes or stereotypes that we carry 
around with us unconsciously. These mental as-
sociations influence our perceptions, actions, and 
decisions, yet because implicit biases are uncon-
scious and involuntarily activated, we are not even 
aware that they exist.

So you’re saying that all of this occurs in my  
head without my knowledge? I’m a pretty self-
aware person. I even meditate and engage in 
reflection exercises regularly. I seriously doubt 
there is much going on in my mind that I do not 
already know.
Research indicates that even the most self-aware 
people only have insights into a mere fraction of 
their brains because so much of our cognition is 
unconscious. Some studies suggest that the brain 
is capable of processing approximately 11 million 
bits of information every second, but our conscious 
mind can handle only 40–50 of those bits. Other 
research estimates that our conscious mind may 
only be capable of handling a mere 16 bits each 
second. That leaves the bulk of the mental pro-
cessing to the unconscious.

You may be familiar with the iceberg analogy used 
often in psychology when discussing Freud. The 
visible part of the iceberg that exists above the 
surface of the water is a meager fraction of the 
structure’s overall size when you account for the 
bulk of it that is located underwater. In this analogy, 
the conscious mind is represented by the part of 
the iceberg that exists above the surface of the 
water, while the unconscious mind corresponds 
to the much larger portion of the iceberg. This 
analogy applies to conscious/unconscious pro-
cessing. In fact, given that we consciously process 
such a tiny portion of our mental processes, it 
could almost be said that relative to the iceberg 
as a whole, we only are consciously aware of a 
portion of our cognition equivalent to a snowball 
on the top of the iceberg! 

Where do these biases you’re talking about 
come from? 
Everyone has implicit biases. The implicit associ-
ations we harbor in our subconscious cause us 
to have feelings and attitudes about other people 
based on characteristics such as race, ethnici-
ty, age, and appearance. Research suggests that 
these associations begin to develop very early 
in life as we’re exposed to both direct and indi-
rect messages. Some studies have documented 

A Conversation with an 
Implicit Bias Skeptic

APPENDIX A
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implicit biases in children as young as six years 
old. Beyond early life experiences, the media and 
news programming are often regarded as influ-
encing individuals’ implicit biases. Keep in mind, 
though that not all of the messages we’re talking 
about are blatant; many are quite subtle. 

Wait a minute, everyone is biased? Oh no, that 
can’t be right. After all, I know I’m not biased. I 
have friends of all races and live in a very diverse 
community. I treat everyone equally.
Well, the reality is that everyone is susceptible to 
implicit biases. It’s important to keep in mind that 
there are lots of different types of implicit bias. 
It is possible that while you may not have a bias 
with respect to certain attributes, such as perhaps 
gender, you may hold biases related to age, race, 
or other characteristics. No one is completely free 
of implicit biases. Even the most egalitarian people, 
such as judges who devote their professional 
careers to fairness, possess these biases. 

But, come on now. It’s completely obvious 
that biases and discrimination are considered 
unacceptable in modern society.
True, we have come a long way with respect to 
explicit bias, discrimination, and prejudice in our 
society. However, the reality remains that even 
though overt, explicit biases are less common, im-
plicit biases remain incredibly pervasive.

You have to realize that the implicit biases we’ve 
been discussing are different from explicit biases. 
The main difference is that explicit biases are the 
ones that are consciously acknowledged, while 
implicit biases are those that we hold without intro-
spective awareness of their existence. While these 
two concepts are related, they are very distinct.

What’s really fascinating—and may be helpful for 
you as you consider these ideas—is that our im-
plicit associations do not necessarily align with 
our explicitly-held beliefs. For example, consid-
er the stereotype that males are better at math 
than females. As a woman, I may consciously dis-
agree with this stereotype; however, implicitly—in 
my unconscious—it’s perfectly possible that I may 
actually implicitly associate mathematic superiori-
ty with men rather than women. This goes to show 

that you can actually hold biases against your own 
ingroup; in this case my bias would be against my 
ingroup of females. I may have internalized that im-
plicit association, even though consciously I would 
strongly disagree with the notion that women are 
inferior to men with respect to mathematic abilities 
in any way.

I don’t know. It still all sounds like a bunch of 
psychological hokum to me. If I believe what 
you’re telling me about how even I’m unaware of 
associations I’m carrying around in my own head, 
how is anyone else able to prove they exist?
Psychologists have been working on instruments 
to assess implicit associations for many years. 
One of the most popular and sophisticated tech-
niques that has emerged for assessing implicit 
biases is the Implicit Association Test, often called 
the IAT. This computerized test measures the rel-
ative strength of associations between pairs of 
concepts. The IAT is designed as a sorting task 
in which individuals are asked to sort images or 
words that appear on a computer screen into one 
of two categories. The basic premise is that when 
two concepts are highly correlated, people are 
able to pair those concepts more quickly than two 
concepts that are not well associated. 

So, for example, if I told you that every time the IAT 
prompted you with the word ‘thunder’ you should 
place it in the same category as ‘lightning,’ you 
probably wouldn’t have any problems with that 
task. It would come easily to you because, like 
most people, you associate lightning and thunder 
together without having to even think about it. But 
what if I then switched the categories and told you 
that every time you saw ‘lightning,’ you needed to 
place it in the same category as ‘milk.’ This would 
likely be much more difficult to do. It would prob-
ably take you longer, and you’d almost certainly 
make more mistakes because lightning and milk 
are not concepts that you typically associate easily. 
The IAT measures the time differentials between 
how long it takes participants to pair concepts in 
different ways. The test’s categorizing tasks are 
completed quite quickly, and without having time 
to consciously think about the pairings, the test 
therefore is measuring the unconscious associa-
tions people hold.
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This example was pretty rudimentary, but the real 
IAT has much more insightful tests. One popular 
one assess how long it takes participants to cat-
egorize Black and White faces respectively with 
“good words” (e.g., happiness, joy, etc.) versus 
“bad words” (e.g., terrible, angry, etc.). The racial 
group that individuals most quickly associate with 
the positive terms reflects a positive implicit bias 
towards that group. Extensive research has uncov-
ered an implicit pro-White/anti-Black bias in most 
Americans.

I’m still not entirely sure why exactly I should 
care about implicit bias, especially if they’re just 
hidden away in the depths of our brains anyways. 
Does this mean anything for people’s everyday 
lives in the real world?
Of course! There are so many real world effects of 
implicit biases across a range of domains—employ-
ment, criminal justice, health care, etc. Hundreds of 
scientific studies have been done to explore this 
phenomenon, and many of the findings are very 
compelling. Consider these examples: 

In a video game that simulates what police offi-
cers experience, research subjects were instruct-
ed to “shoot” when an armed individual appeared 
on the screen and refrain from doing so when the 
target was instead holding an innocuous object 
such as a camera or wallet. Time constraints were 
built into the study so that participants were forced 
to make nearly instantaneous decisions, much 
like police officers often must do in real life. Find-
ings indicated that participants tended to “shoot” 
armed targets more quickly when they were 
African American as opposed to White, and when 
participants refrained from “shooting” an armed 
target, these characters in the simulation tended to 
be White rather than African American. Research 
such as this highlights how implicit racial biases 
can influence decisions that have life or death 
consequences. 

Or, consider the health care field. A 2012 study 
used identical case vignettes to examine how pe-
diatricians’ implicit racial attitudes affect treatment 
recommendations for four common conditions that 
affect kids. Results indicated that as pediatricians’ 
pro-White implicit biases increased, they were 

more likely to prescribe painkillers for vignette 
subjects who were White as opposed to Black 
patients. This is just one example of how under-
standing implicit racial biases may help explain 
differential health care treatment, even for youth.

Because these biases are activated on an un-
conscious level, it’s not a matter of individuals 
knowingly acting in discriminatory ways. Implicit 
bias research tells us that you don’t have to have 
negative intent in order to have discriminatory 
outcomes. That’s a pretty huge statement, if you 
think about it.

I have to admit, this is all kind of fascinating.  
How can I learn more?
I would encourage you to go online and take 
the IAT. You’ll find it at http://implicit.harvard.edu. 
There are so many different versions available, 
including ones that address race, age, sexu-
ality, religion, skin tone, and a couple related 
to gender, among others. The tests are very 
straightforward, do not take very long to finish, 
and are incredibly insightful.  

Thanks for the info! I’ll look into this further.
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Quick Facts Sheet
This brief fact sheet is designed as a quick introduction to implicit racial bias.  
It selectively highlights several key ideas of how implicit bias operates and its effects.

 ■ Implicit bias refers to the attitudes or stereo-
types that affect our understanding, actions, and 
decisions in an unconscious manner.

 ■ Implicit biases are activated involuntarily, un-
consciously, and without one’s awareness or in-
tentional control (see, e.g., Greenwald & Krieger, 
2006; Kang, et al., 2012; Nier, 2005; Rudman, 
2004a). 

 ■ Our unconscious minds handle a tremendous 
amount of our cognition, even though we are 
completely unaware of it (Mlodinow, 2012). Some 
data indicates that the brain can process roughly 
11 million bits of information every second. The 
conscious mind handles no more than 40–50 of 
these information bits, with one estimate as low as 
a mere 16 bits (Kozak; Lewis, 2011; H. Ross, 2008).

 ■ Implicit biases are robust and pervasive (Gre-
enwald, et al., 1998; Kang & Lane, 2010; Nosek, 
Smyth, et al., 2007). Everyone is susceptible to 
them, even people who believe themselves to 
be impartial or objective, such as judges. Implic-
it biases have even been documented in children 
(Baron & Banaji, 2006; Newheiser & Olson, 2012; 
Rutland, et al., 2005). 

 ■ Implicit biases and explicit biases are related 
yet distinct concepts; they are not mutually exclu-
sive and may even reinforce each other (Kang, 
2009; Kang, et al., 2012; Wilson, et al., 2000). 

 ■ Because implicit associations arise outside of 
conscious awareness, these associations do not 
necessarily align with individuals’ openly-held 
beliefs or even reflect stances one would explicit-
ly endorse (Graham & Lowery, 2004; Nosek, et al., 
2002; Reskin, 2005).

APPENDIX B

 ■ A 2012 study showed that as pediatricians’ 
pro-White implicit biases increased, they were 
more likely to prescribe painkillers for vignette 
patients who were White as opposed to Black. 
This is just one example of how understanding 
implicit racial biases may help explain differen-
tial health care treatment, even for youth (Sabin 
& Greenwald, 2012).

 ■ Most Americans, regardless of race, display a 
pro-White/anti-Black bias on the Implicit Associ-
ation Test (Dovidio, et al., 2002; Greenwald, et 
al., 1998; Greenwald, et al., 2009; McConnell & 
Liebold, 2001; Nosek, et al., 2002).

 ■ In the hiring process and other decision-mak-
ing occasions, allowing adequate time to make 
decisions is vital. Research has demonstrated 
that time pressures create an environment in 
which unconscious biases can flourish (Ber-
trand, et al., 2005). 

 ■ Once an implicit association is activated, it is 
difficult to inhibit (Dasgupta, 2013). Despite what 
may feel like a natural inclination, attempts to 
debias by repressing biased thoughts are in-
effective. Due to rebound effects, suppressing 
these automatic associations does not reduce 
them and may actually amplify them by making 
them hyper-accessible (Galinsky & Moskowitz, 
2000, 2007; Macrae, et al., 1994). A great way 
to debias is to openly acknowledge biases and 
then directly challenge or refute them.

 ■ Our implicit biases are not permanent; they 
are malleable and can be changed by devot-
ing intention, attention, and time to developing 
new associations (Blair, 2002; Dasgupta, 2013; 
Devine, 1989).



74 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

2011 API Representation on Fortune 500 Boards. (2011). 
Los Angeles, CA: Leadership Education for Asian 
Pacifics, Inc.

Aalai, A. (2013). Zimmerman Trial: Why Race Matters 
in America. http://www.psychologytoday.com/
blog/the-first-impression/201307/zimmerman-tri-
al-why-race-matters-in-america

Alboher, M. (2008, July 15). Overcoming the ‘Sway’ in 
Professional Life. The New York Times. Retrieved 
from http://www.nytimes.com/2008/07/15/jobs/
15shift.html?_r=0

Allport, G. W. (1954). The Nature of Prejudice. Cambridge, 
MA: Addison-Wesley.

Amodio, D., & Devine, P. G. (2009). On the Interpersonal 
Functions of Implicit Stereotyping and Evaluative 
Race Bias: Insights from Social Neuroscience. In 
R. E. Petty, R. H. Fazio & P. Briñol (Eds.), Attitudes: 
Insights from the New Implicit Measures (pp. 193-
226). New York, NY: Psychology Press.

Amodio, D. M., & Mendoza, S. A. (2010). Implicit Inter-
group Bias: Cognitive, Affective, and Motivational 
Underpinnings. In B. Gawronski & B. K. Payne 
(Eds.), Handbook of Implicit Social Cognition (pp. 
353-274). New York, NY: The Guilford Press.

Anderson, M. W., & Plaut, V. C. (2012). Property Law: Im-
plicit Bias and the Resilience of Spatial Colorlines. 
In J. D. Levinson & R. J. Smith (Eds.), Implicit Racial 
Bias Across the Law (pp. 25-44). Cambridge, MA: 
Cambridge University Press.

Andrews, T. (2013, September 9). Implicit Bias 
and Trayvon’s Legacy. http://www.ywcablog.
com/2013/09/09/implicit-bias-and-trayvons-lega-
cy/#sthash.H3q8mJ0N.ljLgTEoT.dpbs

Armor, D. A. (1999). The Illusion of Objectivity: A Bias in 
the Perception of Freedom From Bias. Unpublished 
Dissertation, UCLA, Los Angeles, CA.

Azevedo, R. T., Macaluso, E., Avenanti, A., Santangelo, 
V., Cazzato, V., & Aglioti, S. M. (2013). Their Pain is 
Not Our Pain: Brain and Autonomic Correlates of 
Empathic Resonance with the Pain of Same and 
Different Race Individuals. Human Brain Mapping, 
34(12), 3168-3181.

Babcock, P. (2006, February 1). Detecting Hidden Bias. 
HR Magazine, 51.

Bagenstos, S. R. (2006). The Structural Turn and the 
Limits of Antidiscrimination Law. California Law 
Review, 94(1), 1-47.

Banaji, M. R., Bazerman, M. H., & Chugh, D. (2003, 
December). How (Un)ethical Are You? Harvard 
Business Review, 81, 56-64.

Banaji, M. R., & Greenwald, A. G. (2013). Blindspot: 
Hidden Biases of Good People. New York: Delacorte 
Press.

Bargh, J. A., & Chartrand, T. L. (1999). The Unbearable 
Automaticity of Being. American Psychologist, 
54(7), 462-479.

Baron, A. S., & Banaji, M. R. (2006). The Development of 
Implicit Attitudes: Evidence of Race Evaluations 
From Ages 6 and 10 and Adulthood. Psychological 
Science, 17(1), 53-58.

Bayer, P., Casey, M. D., Ferreira, F., & McMillan, R. (2013). 
Estimating Racial Price Differentials in the Hous-
ing Market. Unpublished Working Paper 18069. 
National Bureau of Economic Research.

Beattie, G. (2013). Our Racist Heart?: An Exploration of 
Unconscious Prejudice in Everyday Life. London: 
Routledge.

Beattie, G., Cohen, D., & McGuire, L. (2013). An Explo-
ration of Possible Unconscious Ethnic Biases in 
Higher Education: The Role of Implicit Attitudes 
on Selection for University Posts. Semiotica(197), 
171-201.

Bendick Jr., M., & Nunes, A. P. (2012). Developing the Re-
search Basis for Controlling Bias in Hiring. Journal 
of Social Issues, 68(2), 238-262.

Benforado, A., & Hanson, J. (2008). The Great Attribu-
tional Divide: How Divergent Views of Human 
Behavior Are Shaping Legal Policy. Emory Law 
Journal, 57(2), 311-408.

Works Cited

APPENDIX C



75THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

Bennett, M. W. (2010). Unraveling the Gordian Knot of 
Implicit Bias in Jury Selection: The Problems of 
Judge-Dominated Voir Dire, the Failed Promise of 
Batson, and Proposed Solutions. Harvard Law and 
Policy Review, 4(1), 149-171.

Bertrand, M., Chugh, D., & Mullainathan, S. (2005). 
Implicit Discrimination. The American Economic 
Review, 95(2), 94-98.

Bertrand, M., & Mullainathan, S. (2004). Are Emily and 
Greg More Employable than Lakisha and Jamal? A 
Field Experiment on Labor Market Discrimination. 
The American Economic Review, 94(4), 991-1013.

Betancourt, J. R. (2004). Not Me!: Doctors, Decisions, and 
Disparities in Health Care. Cardiovascular Reviews 
and Reports, 25(3), 105-109.

Blair, I. V. (2002). The Malleability of Automatic Ste-
reotypes and Prejudice. Personality and Social 
Psychology Review, 6(3), 242-261.

Blair, I. V., Havranek, E. P., Price, D. W., Hanratty, R., 
Fairclough, D. L., Farley, T., et al. (2013). Assessment 
of Biases Against Latinos and African Americans 
Among Primary Care Providers and Community 
Members. American Journal of Public Health, 
103(1), 92-98.

Blair, I. V., Ma, J. E., & Lenton, A. P. (2001). Imaging 
Stereotypes Away: The Moderation of Implicit 
Stereotypes Through Mental Imagery. Journal of 
Personality and Social Psychology, 81(5), 828-841.

Blair, I. V., Steiner, J. F., Fairclough, D. L., Hanratty, R., 
Price, D. W., Hirsh, H. K., et al. (2013). Clinicians’ 
Implicit Ethnic/Racial Bias and Perceptions of Care 
Among Black and Latino Patients. Annals of Family 
Medicine, 11(1), 43-52.

Blair, I. V., Steiner, J. F., & Havranek, E. P. (2011). Un-
conscious (Implicit) Bias and Health Disparities: 
Where Do We Go From Here? The Permanente 
Journal, 15(2), 71-78.

Blanton, H., Jaccard, J., Klick, J., Mellers, B., Mitchell, G., 
& Tetlock, P. E. (2009). Strong Claims and Weak 
Evidence: Reassessing the Predictive Validity of the 
IAT. Journal of Applied Psychology, 94(3), 567-582.

Blascovich, J., Mendes, W. B., Hunter, S. B., Lickel, B., & 
Kowai-Bell, N. (2001). Perceiver Threat in Social 
Interactions with Stigmatized Others. Journal of 
Personality and Social Psychology, 80(2), 253-267.

Block, C. J., Koch, S. M., Liberman, B. E., Merriweath-
er, T. J., & Roberson, L. (2011). Contending With 
Stereotype Threat at Work: A Model of Long-Term 
Responses. The Counseling Psychologist, 39(4), 
570-600.

Bosson, J. K., William B. Swann, J., & Pennebaker, J. W. 
(2000). Stalking the Perfect Measure of Implicit 
Self-Esteem: The Blind Men and the Elephant Re-
visited? Journal of Personality and Social Psycholo-
gy, 79(4), 631-643.

Brannon, T. N., & Walton, G. M. (2013). Enacting Cul-
tural Interests: How Intergroup Contact Reduces 
Prejudice by Sparking Interest in an Out-Group’s 
Culture. Psychological Science, 24(10), 1947-1957.

Bridgeford, L. C. (2013, April 22). Q&A: Implicit Bias 
Effect on Asian American Workers. http://www.
bna.com/qa-implicit-bias-b17179873498/

Brooks, D. (2013, January 11). Beware Stubby Glasses. 
The New York Times. Retrieved from http://www.
nytimes.com/2013/01/11/opinion/brooks-be-
ware-stubby-glasses.html?_r=0

Brosch, T., Bar-David, E., & Phelps, E. A. (2013). Implicit 
Race Bias Decreases the Similarity of Neural Repre-
sentations of Black and White Faces. Psychological 
Science, 24(2), 160-166.

Burgess, D., van Ryn, M., Dovidio, J., & Saha, S. (2007). Re-
ducing Racial Bias Among Health Care Providers: 
Lessons from Social-Cognitive Psychology. Journal 
of General Internal Medicine, 22(6), 882-887.

Burgess, D. J. (2010). Are Providers More Likely to 
Contribute to Healthcare Disparities Under High 
Levels of Cognitive Load? How Features of the 
Healthcare Setting May Lead to Baises in Medical 
Decision Making. Medical Decision Making, 30(2), 
246-257.

Camacho, S. (2013, April 21). Los sesgos hacen que gente 
buena actúe mal. El Tiempo. http://spottheblind-
spot.com/wp-content/uploads/2013/05/Entrevis-
ta-Banaji.pdf.

Carillo, J. E., Green, A. R., & Betancourt, J. R. (1999). 
Cross-Cultural Primary Care: A Patient-Based 
Approach. Annals of Internal Medicine, 130(10), 
829-834.

Carlsson, M., & Rooth, D.-O. (2007). Evidence of Ethnic 
Discrimination in the Swedish Labor Market Using 
Experimental Data. Labour Economics, 14(4), 716-
729.



APPENDIX C

76 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

Casad, B. J., Flores, A. J., & Didway, J. D. (2013). Using the 
Implicit Association Test as an Unconsciousness 
Raising Tool in Psychology. Teaching of Psychology, 
40(2), 118-123.

Casey, P. M., Warren, R. K., Cheesman, F. L., & Elek, J. 
K. (2013). Addressing Implicit Bias in the Courts. 
Court Review, 49, 64-70.

Castelli, L., Zogmaister, C., & Tomelleri, S. (2009). The 
Transmission of Racial Attitudes Within the Fami-
ly. Developmental Psychology, 45(2), 586-591.

Chae, D. H., Nuru-Jeter, A. M., & Adler, N. E. (2012). Im-
plicit Racial Bias as a Moderator of the Association 
Between Racial Discrimination and Hypertension: 
A Study of Midlife African American Men. Psycho-
somatic Medicine, 74(9), 961-964.

Chapman, E. N., Kaatz, A., & Carnes, M. (2013). Physi-
cians and Implicit Bias: How Doctors May Unwit-
tingly Perpetuate Health Care Disparities. Journal 
of General Internal Medicine, 28(11), 1504-1510.

Cheryan, S., & Bodenhausen, G. V. (2000). When Positive 
Stereotypes Threaten Intellectual Performance: 
The Psychological Hazards of ‘Model Minority’ 
Status. Psychological Science, 11(5), 399-402.

Chiricos, T., McEntire, R., & Gertz, M. (2001). Perceived 
Racial and Ethnic Composition of Neighborhood 
and Perceived Risk of Crime. Social Problems, 48(3), 
322-340.

Choi, S. J., Ondrich, J., & Yinger, J. (2005). Do Rental 
Agents Discriminate Against Minority Customers? 
Evidence from the 2000 Housing Discrimination 
Study. Journal of Housing Economics, 14(1), 1-26.

Chung-Herrera, B. G., & Lankau, M. J. (2005). Are We 
There Yet?: An Assessment of Fit Between Ste-
reotypes of Minority Managers and the Success-
ful-Manager Prototype. Journal of Applied Social 
Psychology, 35(10), 2029-2056.

Confronting Implicit Gender Bias in Neuroscience. 
(2013). Women In Neuroscience - Society for 
Neuroscience. Retrieved from http://www.sfn.org/
Careers-and-Training/Women-in-Neuroscience/
Department-Chair-Training-to-Increase-Diversity/
Confronting-Implicit-Gender-Bias-in-Neuroscience

Cooper, L. A., Roter, D. L., Carson, K. A., Beach, M. C., Sa-
bin, J. A., Greenwald, A. G., et al. (2012). The Associ-
ations of Clinicians’ Implicit Attitudes About Race 
with Medical Visit Communication and Patient 
Ratings of Interpersonal Care. American Journal of 
Public Health, 102(5), 979–987.

Correll, J., Park, B., Judd, C. M., & Wittenbrink, B. (2002). 
The Police Officer’s Dilemma: Using Ethnicity to 
Disambiguate Potentially Threatening Individuals. 
Journal of Personality and Social Psychology, 83(6), 
1314-1329.

Correll, J., Park, B., Judd, C. M., Wittenbrink, B., Sadler, M. 
S., & Keesee, T. (2007). Across the Thin Blue Line: 
Police Officers and Racial Bias in the Decision to 
Shoot. Journal of Personality and Social Psycholo-
gy, 92(6), 1006-1023.

Cunningham, W. A., Johnson, M. K., Raye, C. L., Gatenby, 
J. C., Gore, J. C., & Banaji, M. R. (2004). Separable 
Neural Components in the Processing of Black and 
White Faces. Psychological Science, 15(12), 806-813.

Cvencek, D., Greenwald, A. G., Brown, A. S., Gray, N. S., 
& Snowden, R. J. (2010). Faking of the Implicit As-
sociation Test is Statistically Detectable and Partly 
Correctable. Basic and Applied Social Psychology, 
32(4), 302-314.

Dasgupta, N. (2004). Implicit Ingroup Favoritism, Out-
group Favoritism, and Their Behavioral Manifesta-
tions. Social Justice Research, 17(2), 143-169.

Dasgupta, N. (2013). Implicit Attitudes and Beliefs 
Adapt to Situations: A Decade of Research on the 
Malleability of Implicit Prejudice, Stereotypes, and 
the Self-Concept. Advances in Experimental Social 
Psychology, 47, 233-279.

Dasgupta, N., & Asgari, S. (2004). Seeing is Believing: Ex-
posure to Counterstereotypic Women Leaders and 
Its Effect on the Malleability of Automatic Gender 
Stereotyping. Journal of Experimental Social Psy-
chology, 40(5), 642-658.

Dasgupta, N., & Greenwald, A. G. (2001). On the Mallea-
bility of Automatic Attitudes: Combating Automat-
ic Prejudice With Images of Admired and Disliked 
Individuals. Journal of Personality and Social 
Psychology, 81(5), 800-814.

Dasgupta, N., & Rivera, L. M. (2008). When Social Con-
text Matters: The Influence of Long-Term Contact 
and Short-Term Exposure to Admired Outgroups 
Members on Implicit Attitudes and Behavioral 
Intentions. Social Cognition, 26(1), 112-123.

Davis, M., & Whalen, P. (2001). The Amygdala: Viligance 
and Emotion. Molecular Psychiatry, 6(1), 13-34.

Devine, P. G. (1989). Stereotypes and Prejudice: Their 
Automatic and Controlled Components. Journal of 
Personality and Social Psychology, 56(1), 5-18.



77THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

Ditonto, T. M., Lau, R. R., & Sears, D. O. (2013). AMPing 
Racial Attitudes: Comparing the Power of Explicit 
and Implicit Racism Measures in 2008. Political 
Psychology, 34(4), 487-510.

Diversity Partners (Producer). (2013, April 9) What Is 
Unconscious Bias? Short video clip retrieved from 
http://www.youtube.com/watch?v=N4xQcLEedL0

Dooley, B. (2013). Business Brain: Avoid Falling Into the 
Trap of Using ‘Unconscious Bias’ in the Workplace. 
Irish Independent. Retrieved from http://www.
independent.ie/business/irish/business-brain-
avoid-falling-into-the-trap-of-using-unconscious-
bias-in-the-workplace-29606214.html

Dovidio, J. F., & Fiske, S. T. (2012). Under the Radar: How 
Unexamined bias in Decision-Making Processes 
in Clinical Interactions Can Contribute to Health 
Care Disparities. American Journal of Public Health, 
102(5), 945-952.

Dovidio, J. F., & Gaertner, S. L. (2000). Aversive Racism 
and Selection Decisions: 1989 and 1999. Psycholog-
ical Science, 11(4), 315-319.

Dovidio, J. F., Kawakami, K., & Gaertner, S. L. (2002). 
Implicit and Explicit Prejudice and Interracial 
Interaction. Journal of Personality and Social Psy-
chology, 82(1), 62-68.

Dovidio, J. F., Kawakami, K., Johnson, C., Johnson, B., 
& Howard, A. (1997). On the Nature of Prejudice: 
Automatic and Controlled Processes. Journal of 
Experimental Social Psychology, 33, 510-540.

Dovidio, J. F., Kawakami, K., Smoak, N., & Gaertner, S. L. 
(2009). The Nature of Contemporary Racial Prej-
udice. In R. E. Petty, R. H. Fazio & P. Briñol (Eds.), 
Attitudes: Insights from the New Implicit Measures 
(pp. 165-192). New York, NY: Psychology Press.

Dunham, Y., Baron, A. S., & Banaji, M. R. (2008). The De-
velopment of Implicit Intergroup Cognition. Trends 
in Cognitive Sciences, 12(7), 248-253.

EEOC African American Workgroup Report. (2013). U.S. 
Equal Employment Opportunity Commission. 
http://www.eeoc.gov/federal/reports/aawg.cfm.

Egloff, B., & Schmukle, S. C. (2002). Predictive Validity of 
an Implicit Association Test for Assessing Anxiety. 
Journal of Personality and Social Psychology, 83(6), 
1441-1455.

Eisenberg, T., & Johnson, S. L. (2004). Implicit Racial 
Attitudes of Death Penalty Lawyers. DePaul Law 
Review, 53(4), 1539-1556.

Engasser, E. (2013). USF Professor Trains Police to Com-
bat Bias. The Oracle. Retrieved from http://www.
usforacle.com/usf-professor-trains-police-to-com-
bat-bias-1.2835653?pagereq=1#.UqtXNCfm098

Equality Challenge Unit. (2013). Unconscious Bias and 
Higher Education: http://www.ecu.ac.uk/publica-
tions/files/unconscious-bias-and-higher-education.
pdf/view.

Erase Racism. (2012). Housing and Neighborhood 
Preferences of African Americans on Long Island. 
Syosset, NY.

Faragher, J. (2013). Overcoming Your Unconscious Bias. 
Personnel Today. Retrieved from http://www.
personneltoday.com/articles/18/06/2013/59489/
overcoming-your-unconscious-bias.htm

Fazio, R. H., Jackson, J. R., Dunton, B. C., & Williams, C. 
J. (1995). Variability in Automatic Activation as an 
Unobtrustive Measure of Racial Attitudes: A Bona 
Fide Pipeline? Journal of Personality and Social 
Psychology, 69(6), 1013-1027.

Fazio, R. H., & Olson, M. A. (2003). Implicit Measures in 
Social Cognition Research: Their Meaning and Use. 
Annual Review of Psychology, 54(1), 297-327.

Feingold, J., & Lorang, K. (2013). Defusing Implicit Bias. 
UCLA Law Review Discourse, 59, 210-228.

Ferguson, R. F. (2003). Teachers’ Perceptions and Expec-
tations and the Black-White Test Score Gap. Urban 
Education, 38(4), 460-507.

Fiedler, K., & Bluemke, M. (2005). Faking the IAT: Aided 
and Unaided Response Control on the Implicit As-
sociation Tests. Basic and Applied Social Psycholo-
gy, 27(4), 307-316.

Fiedler, K., Messner, C., & Bluemke, M. (2006). Unre-
solved Problems with the ‘I’, the ‘A’, and the ‘T’: A 
Logical and Psychometric Critique of the Implicit 
Association Test (IAT). European Review of Social 
Psychology, 17(3), 74-147.

Fisher, E. L., & Borgida, E. (2012). Intergroup Disparities 
and Implicit Bias: A Commentary. Journal of Social 
Issues, 68(2), 385-398.



APPENDIX C

78 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

Frazer, R. A., & Wiersma, U. J. (2001). Prejudice Versus 
Discrimination in the Employment Interview: 
We May Hire Equally, But Our Memories Harbour 
Prejudice. Human Relations, 54(2), 173-191.

Freiberg, F. (2013). Racial Discrimination in Housing: 
Underestimated and Overlooked. New York, NY: Fair 
Housing Justice Center.

Frey, W. F., & Myers, D. (2005). Racial Segregation in U.S. 
Metropolitan Areas and Cities, 1990-2002: Patterns, 
Trends, and Explanations. Ann Arbor, MI: Popula-
tion Studies Center.

Fridell, L. (2013). This Is Not Your Grandparents’ Preju-
dice: The Implications of Modern Science of Bias 
for Police Training. Translational Criminology, Fall, 
10-11.

Fujii, L. (Producer). (2013, October 1) The Challenge of 
Implicit Bias. Short video clip retrieved from http://
www.youtube.com/watch?v=SPcw8CxCPu0&fea-
ture=youtube_gdata

Gabriel, R. (2013). Race, Bias and the Zimmerman Jury. 
Retrieved from http://www.cnn.com/2013/07/16/
opinion/gabriel-bias-zimmerman/index.htm-
l?eref=mrss_igoogle_cnn

Galinsky, A. D., & Moskowitz, G. B. (2000). Perspec-
tive-Taking: Decreasing Stereotype Expression, 
Stereotype Accessibility, and In-Group Favoritism. 
Journal of Personality and Social Psychology, 78(4), 
708-724.

Galinsky, A. D., & Moskowitz, G. B. (2007). Further Iro-
nies of Suppression: Stereotype and Counterstereo-
type Accessibility. Journal of Experimental Social 
Psychology, 43(5), 833-841.

Galloway, M. (2013). Unconscious Bias [Radio interview]. 
Toronto: CBC Toronto. http://www.cbc.ca/metro-
morning/episodes/2013/05/09/unconscious-bi-
as-1/.

Garza, C. F., & Gasquoine, P. G. (2013). Implicit Race/
Ethnic Prejudice in Mexican Americans. Hispanic 
Journal of Behavioral Sciences, 35(1), 121-133.

Geng, L., Liu, L., Xu, J., Zhou, K., & Fang, Y. (2013). Can 
Evaluative Conditioning Change Implicit Attitudes 
Towards Recycling? Social Behavior and Personali-
ty, 41(6), 947-956.

Gillson, S. (2013). Many Medical Students Unaware of 
Their Obesity Bias. Examiner, (May 28). Retrieved 
from http://www.examiner.com/article/many-med-
ical-students-unaware-of-their-obesity-bias-1

Glaeser, E. L., & Vigdor, J. L. (2001). Racial Segregation 
in the 2000 Census: Promising News. Washington, 
D.C.: The Brookings Institution.

Glaser, J., & Finn, C. (2013). How and Why Implicit Atti-
tudes Should Affect Voting. PS: Political Science & 
Politics, 46(3), 537-544.

Glock, S., & Kovacs, C. (2013). Educational Psychology: 
Using Insights from Implicit Attitude Measures. 
Educational Psychology Review, 25(4), 503-522.

Goff, P. A., Eberhardt, J. L., Williams, M. J., & Jackson, 
M. C. (2008). Not Yet Human: Implicit Knowledge, 
Historical Dehumanization, and Contemporary 
Consequences. Journal of Personality and Social 
Psychology, 94(2), 292-306.

Goldin, C., & Rouse, C. (2000). Orchestrating Impartial-
ity: The Impact of “Blind” Auditions on Female 
Musicians. The American Economic Review, 90(4), 
715-741.

Graham, S., & Lowery, B. S. (2004). Priming Unconscious 
Racial Stereotypes about Adolescent Offenders. 
Law and Human Behavior, 28(5), 483-504.

Green, A. R., Carney, D. R., Pallin, D. J., Ngo, L. H., Ray-
mond, K. L., Iezzoni, L. I., et al. (2007). Implicit Bias 
among Physicians and its Prediction of Thromboly-
sis Decisions for Black and White Patients. Journal 
of General Internal Medicine, 22(9), 1231-1238.

Green, T. K., & Kalev, A. (2008). Discrimination-Reducing 
Measures at the Relational Level. Hastings Law 
Journal, 59(6), 1435-1461.

Greenberg, R. (2013). Medical Schools and Teaching 
Hospitals Address Unconscious Bias in Leadership 
Recruitment. AAMC Reporter, (March). Retrieved 
from https://www.aamc.org/newsroom/reporter/
march2013/331562/unconscious-bias.html

Greenhaus, J. H., Parasuraman, S., & Wormley, W. M. 
(1990). Effects of Race on Organizational Experi-
ences, Job Performance Evaluations, and Career 
Outcomes. Academy of Management Journal, 33(1), 
64-86.

Greenwald, A. G. Implicit Association Test: Validity 
Debates. from http://faculty.washington.edu/agg/
iat_validity.htm



79THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

Greenwald, A. G., Banaji, M. R., Rudman, L. A., Farnham, 
S. D., Nosek, B. A., & Mellott, D. S. (2002). A Unified 
Theory of Implicit Attitudes, Stereotypes, Self-Es-
teem, and Self-Concept. Psychological Review, 
109(1), 3-25.

Greenwald, A. G., & Farnham, S. D. (2000). Using the 
Implicit Association Test to Measure Self-Esteem 
and Self-Concept. Journal of Personality and Social 
Psychology, 79(6), 1022-1038.

Greenwald, A. G., & Krieger, L. H. (2006). Implicit Bias: 
Scientific Foundations. California Law Review, 
94(4), 945-967.

Greenwald, A. G., McGhee, D. E., & Schwartz, J. L. K. 
(1998). Measuring Individual Differences in 
Implicit Cognition: The Implicit Association Test. 
Journal of Personality and Social Psychology, 74(6), 
1464-1480.

Greenwald, A. G., & Nosek, B. A. (2001). Health of the 
Implicit Association Test at Age 3. Zeitschrift für 
Experimentelle Psychologie, 48(2), 85-93.

Greenwald, A. G., Poehlman, T. A., Uhlmann, E. L., & 
Banaji, M. R. (2009). Understanding and Using the 
Implicit Association Test: III. Meta-Analysis of Pre-
dictive Validity. Journal of Personality and Social 
Psychology, 97(1), 17-41.

Groom, V., Bailenson, J. N., & Nass, C. (2009). The 
Influence of Racial Embodiment on Racial Bias in 
Immersive Virtual Environments. Social Influence, 
4(3), 231-248.

Groves, R. (2013). Memo to Riley Cooper and Implicit 
Bias Lessons for the Rest of Us. Forbes, (August 
4). Retrieved from http://www.forbes.com/sites/
rogergroves/2013/08/04/memo-to-riley-cooper-and-
implicit-bias-lessons-for-the-rest-of-us/

Hagiwara, N., Penner, L. A., Gonzalez, R., Eggly, S., 
Dovidio, J. F., Gaertner, S. L., et al. (2013). Racial 
Attitudes, Physician-Patient Talk Time Ratio, and 
Adherence in Racially Discordant Medical Interac-
tions. Social Science & Medicine, 87, 123-131.

Haider, A. H., Sexton, J., Sriram, N., Cooper, L. A., Efron, 
D. T., Swoboda, S., et al. (2011). Association of 
Unconscious Race and Social Class Bias With 
Vignette-Based Clinical Assessments by Medical 
Students. Journal of the American Medical Associa-
tion, 306(9), 942-951.

Hannah, S. D., & Carpenter-Song, E. (2013). Patrolling 
Your Blind Spots: Introspection and Public Ca-
tharsis in a Medical School Faculty Development 
Course to Reduce Unconscious Bias in Medicine. 
Culture, Medicine, and Psychiatry, 37(2), 314-339.

Harris-Perry, M. (Writer). (2013). Can You Be Motivat-
ed By Race Even If You Don’t Know It?, Melissa 
Harris-Perry: MSNBC. http://www.nbcnews.com/
id/46979745/vp/52473401/#52473401.

Hart, A. J., Whalen, P. J., Shin, L. M., McInerney, S. C., 
Fischer, H., & Rauch, S. L. (2000). Differential 
Response in the Human Amygdala to Racial 
Outgroup vs Ingroup Face Stimuli. NeuroReport, 
11(11), 2351-2355.

Hart, M. (2005). Subjective Decisionmaking and Uncon-
scious Discrimination. Alabama Law Review, 56(3), 
741-791.

Hassouneh, D. (2013). Unconscious Racist Bias: Barrier 
to a Diverse Nursing Faculty. Journal of Nursing 
Education, 52(4), 183-184.

Heckman, J. J. (1998). Detecting Discrimination. Journal 
of Economic Perspectives, 12(2), 101-116.

Hernandez, R. A., Haidet, P., Gill, A. C., & Teal, C. R. 
(2013). Fostering Students’ Reflection About Bias 
in Healthcare: Cognitive Dissonance and the Role 
of Personal and Normative Standards. Medical 
Teacher, 35(4), e1082-e1089.

Hill, C., Corbett, C., & Rose, A. S. (2010). Why So Few?: 
Women in Science, Technology, Engineering, and 
Mathematics. Washington, DC: American Associa-
tion of University Women.

Hilliard, A. L., Ryan, C. S., & Gervais, S. J. (2013). 
Reactions to the Implicit Association Test as an 
Educational Tool: A Mixed Methods Study. Social 
Psychology of Education, 16(3), 495-516.

Huffcutt, A. I., & Roth, P. L. (1998). Racial Group Dif-
ferences in Employment Interview Evaluations. 
Journal of Applied Psychology, 83(2), 179-189.

Hutson, M. (2013). ‘Blindspot: Hidden Biases of Good 
People’ by Mahzarin R. Banaji and Anthony G. 
Greenwald. The Washington Post, (February 8). 
Retrieved from http://www.washingtonpost.
com/opinions/blindspot-hidden-biases-of-good-
people-by-mahzarin-r-banaji-and-anthony-g-gre-
enwald/2013/02/08/4c42d6b8-6a1b-11e2-ada3-
d86a4806d5ee_story.html



APPENDIX C

80 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

Iceland, J., Weinberg, D. H., & Steinmetz, E. (2002). Racial 
and Ethnic Residential Segregation in the United 
States: 1980-2000. Washington, D.C.: U.S. Census 
Bureau.

Johnson, R. L., Roter, D., Powe, N. R., & Cooper, L. A. 
(2004). Patient Race/Ethnicity and Quality of 
Patient-Physician Communication During Medical 
Visits. American Journal of Public Health, 94(12), 
2084-2090.

Jolls, C. (2007). Antidiscrimination Law’s Effects on Im-
plicit Bias. In M. Gulati & M. J. Yelnosky (Eds.), NYU 
Selected Essays on Labor and Employment Law: 
Behavioral Analyses of Workplace Discrimination 
(Vol. 3, pp. 69-102). The Netherlands: Kluwer Law 
International.

Jolls, C., & Sunstein, C. R. (2006). The Law of Implicit 
Bias. California Law Review, 94(4), 969-996.

Jones, E. E., & Sigall, H. (1971). The Bogus Pipeline: A 
New Paradigm for Measuring Affect and Attitude. 
Psychological Bulletin, 76(5), 349-364.

Jones, L. (2013). Glass Ceilings and the Law: Uncon-
scious Bias Must Be Acknowledged. The Guardian. 
Retrieved from http://www.theguardian.com/wom-
en-in-leadership/2013/apr/17/glass-ceiling-law-un-
concious-bias

Jost, J. T., Rudman, L. A., Blair, I. V., Carney, D. R., 
Dasgupta, N., Glaser, J., et al. (2009). The Existence 
of Implicit Bias Is Beyond Reasonable Doubt: A 
Refutation of Ideological and Methodological 
Objections and Executive Summary of Ten Studies 
that No Manager Should Ignore. Research in Orga-
nizational Behavior, 29, 39-69.

Joy-Gaba, J. A., & Nosek, B. A. (2010). The Surprisingly 
Limited Malleability of Implicit Racial Evaluations. 
Social Psychology 41(3), 137-146.

Kalmoe, N. P., & Piston, S. (2013). Is Implicit Preju-
dice Against Blacks Politically Consequential?: 
Evidence from the AMP. Public Opinion Quarterly, 
77(1), 305-322.

Kandola, B. (Producer). (2013, April 22) An Inter-
view with Binna Kandola - Defining Key Terms 
Associated with Unconscious Bias. A short video 
interview retrieved from http://www.youtube.com/
watch?v=QCu4m4FBisA

Kang, J. (2005). Trojan Horses of Race. Harvard Law 
Review, 118(5), 1489-1593.

Kang, J. (2009). Implicit Bias: A Primer for the Courts: 
Prepared for the National Campaign to Ensure 
the Racial and Ethnic Fairness of America’s State 
Courts.

Kang, J. (2012). Communications Law: Bits of Bias. In 
J. D. Levinson & R. J. Smith (Eds.), Implicit Racial 
Bias Across the Law (pp. 132-145). Cambridge, MA: 
Cambridge University Press.

Kang, J., & Banaji, M. (2006). Fair Measures: A Behavioral 
Realist Revision of ‘Affirmative Action’. California 
Law Review, 94, 1063-1118.

Kang, J., Bennett, M., Carbado, D., Casey, P., Dasgupta, N., 
Faigman, D., et al. (2012). Implicit Bias in the Court-
room. UCLA Law Review, 59(5), 1124-1186.

Kang, J., & Lane, K. (2010). Seeing Through Colorblind-
ness: Implicit Bias and the Law. UCLA Law Review, 
58(2), 465-520.

Katz, M. (2007, May 21). No Intent, No Foul? Legal Times, 
30, 35-37.

Kawakami, K., Dovidio, J. F., Moll, J., Hermsen, S., & 
Russin, A. (2000). Just Say No (to Stereotyping): 
Effects of Training in the Negation of Stereotypic 
Associations on Stereotype Activation. Journal of 
Personality and Social Psychology, 78(5), 871-888.

Kim, D.-Y. (2003). Voluntary Controllability of the 
Implicit Association Test (IAT). Social Psychology 
Quarterly, 66(1), 83-96.

Kornacki, S. (Writer). (2013). Zimmerman Found 
Not Guilty: MSNBC. http://www.nbcnews.com/
id/52479862/ns/msnbc-rachel_maddow_show/t/
steve-kornacki-sunday-july-th/#.UgT2G6yyGf4.

Kozak, A. Brain Basics. NetPlaces. Retrieved from http://
www.netplaces.com/buddhism/brain-of-a-buddha/
brain-basics.htm

Kraiger, K., & Ford, J. K. (1985). A Meta-Analysis of Ratee 
Race Effects in Performance Ratings. Journal of 
Applied Psychology, 70(1), 56-65.

Krieger, L. H. (1995). The Content of Our Categories: A 
Cognitive Bias Approach to Discrimination and 
Equal Employment Opportunity. Stanford Law 
Review, 47(6), 1161-1248.

Krysan, M., Farley, R., & Couper, M. P. (2008). In the Eye 
of the Beholder: Racial Beliefs and Residential 
Segregation. Du Bois Review, 5(1), 5-26.



81THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

Kubota, J. T., Li, J., Bar-David, E., Banaji, M. R., & Phelps, 
E. A. (Forthcoming). The Price of Racial Bias: 
Intergroup Negotiations in the Ultimatum Game. 
Psychological Science.

Lai, C. K., Marini, M., Lehr, S. A., Cerruti, C., Shin, J. E. L., 
Joy-Gaba, J., et al. (2013). Reducing Implicit Racial 
Preferences: I. A Comparative Investigation of 18 
Interventions. Social Science Research Network.

Larson, D. (2010). A Fair and Implicitly Impartial Jury: 
An Argument for Administering the Implicit Asso-
ciation Test During Voir Dire. DePaul Journal for 
Social Justice, 3(2), 139-171.

Laskow, S. (2013, November 24). Want the Best Person 
for the Job? Don’t Interview. The Boston Globe 
Retrieved from http://www.bostonglobe.com/
ideas/2013/11/24/want-best-person-for-job-don-in-
terview/3LB4rwjf6i88GfaDoRubLN/story.html

Lee, A. J. (2005). Unconscious Bias Theory in Employ-
ment Discrimination Litigation. Harvard Civil 
Rights-Civil Liberties Law Review, 40(2), 481-503.

Lee, C. (2013). Making Race Salient: Trayvon Martin and 
Implicit Bias in a Not Yet Post-Racial Society. North 
Carolina Law Review, 91(5), 1555-1612.

Lehrman, S. (2006, June). The Implicit Prejudice. Scientif-
ic American, 294, 32-34.

Lerner, J. S., & Tetlock, P. E. (1999). Accounting for the 
Effects of Accountability. Psychological Bulletin, 
125(2), 255-275.

Levinson, J. D., & Young, D. (2010a). Different Shades of 
Bias: Skin Tone, Implicit Racial Bias, and Judg-
ments of Ambiguous Evidence. West Virginia Law 
Review, 112(2), 307-350.

Levinson, J. D., & Young, D. (2010b). Implicit Gender Bias 
in the Legal Profession: An Empirical Study. Duke 
Journal of Gender, Law, & Policy, 18(1), 1-44.

Lewis, T. (2011). David Brooks: The Man Who Can 
Measure True Happiness. The Guardian, (May 
7). Retrieved from http://www.theguardian.com/
science/2011/may/08/david-brooks-key-to-success-
interview

Lieberman, M. D., Hariri, A., Jarcho, J. M., Eisenberger, 
N. I., & Bookheimer, S. Y. (2005). An fMRI Investi-
gation of Race-Related Amygdala Activity in Afri-
can-American and Caucasian-American Individu-
als. Nature Neuroscience, 8(6), 720-722.

Luscombe, B. (2012). So Much for Qualifications: 
Employers Hire People They Like. Time. Retrieved 
from http://healthland.time.com/2012/12/10/
so-much-for-qualifications-employers-hire-people-
they-like/

Lyon, A. D. (2012). Race Bias and the Importance of Con-
sciousness for Criminal Defense Attorneys. Seattle 
University Law Review, 35, 755-768.

Macrae, C. N., Bodenhausen, G. V., Milne, A. B., & Jetten, 
J. (1994). Out of Mind but Back in Sight: Stereo-
types on the Rebound. Journal of Personality and 
Social Psychology, 67(5), 808-817.

Maister, L., Sebanz, N., Knoblich, G., & Tsakiris, M. 
(2013). Experiencing Ownership Over a Dark-
Skinned Body Reduces Implicit Racial Bias. Cogni-
tion, 128(2), 170-178.

Matilda, B. (2013). Medical Students Have Uncon-
scious Bias Against Obese People. Science World 
Report, (May 25). Retrieved from http://www.
scienceworldreport.com/articles/7097/20130525/
medical-students-have-unconscious-bi-
as-against-obese-people.htm

McConnell, A. R., & Liebold, J. M. (2001). Relations 
among the Implicit Association Test, Discrimina-
tory Behavior, and Explicit Measures of Attitudes. 
Journal of Experimental Social Psychology, 37(5), 
435-442.

McLaughlin, E. C. (2013). ‘Unconscious Bias’ Led to 
Police Shooting of Ex-FAMU Football Player, 
Attorney Says. CNN. Retrieved from http://www.
cnn.com/2013/10/16/justice/north-carolina-po-
lice-shooting-ferrell-attorney/

Melendez, B. (2013, September 12). A Possible End to 
Racial Profiling? USF News. Retrieved from http://
news.usf.edu/article/templates/?z=123&a=5668

Miller Jr., D. P., Spangler, J. G., Vitolins, M. Z., Davis, S. W., 
Ip, E. H., Marion, G. S., et al. (2013). Are Medical Stu-
dents Aware of Their Anti-obesity Bias? Academic 
Medicine, 88(7), 978-982.

Mlodinow, L. (2012). Subliminal: How Your Unconscious 
Mind Rules Your Behavior. New York, NY: Pantheon 
Books.

Monteith, M. J., Voils, C. I., & Ashburn-Nardo, L. (2001). 
Taking a Look Underground: Detecting, Interpret-
ing, and Reacting to Implicit Racial Biases. Social 
Cognition, 19(4), 395-417.



APPENDIX C

82 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

Moskowitz, G. B., Stone, J., & Childs, A. (2012). Implicit 
Stereotyping and Medical Decisions: Unconscious 
Stereotype Activation in Practitioners’ Thoughts 
About African Americans. American Journal of 
Public Health, 102(5), 996-1001.

Moss-Racusin, C. A., Dovidio, D. F., Brescoll, V. L., Gra-
ham, M. J., & Handelsman, J. (2012). Science Fac-
ulty’s Subtle Gender Biases Favor Male Students. 
Proceedings of the National Academy of Sciences, 
109(41), 16474-16479.

Mount, M. K., Sytsma, M. R., Hazucha, J. F., & Holt, K. E. 
(1997). Rater-Ratee Race Effects in Developmental 
Performance Ratings of Managers. Personnel Psy-
chology, 50(1), 51-69.

National Center for State Courts. Strategies to Reduce 
the Influence of Implicit Bias. Williamsburg, VA.

National Research Council. (2002). Measuring Housing 
Discrimination in a National Study: Report of a 
Workshop. Washington, D.C.: The National Acade-
mies Press.

New EEOC Report Examines Obstacles Facing African 
Americans in Federal Workplace. (2013). Retrieved 
from http://www.eeoc.gov/eeoc/newsroom/re-
lease/3-14-13.cfm

Newheiser, A.-K., & Olson, K. R. (2012). White and Black 
American Children’s Implicit Intergroup Bias. 
Journal of Experimental Social Psychology, 48(1), 
264-270.

Nier, J. A. (2005). How Dissociated Are Implicit and Ex-
plicit Racial Attitudes? A Bogus Pipeline Approach. 
Group Processes & Intergroup Relations, 8(1), 39-52.

Nisbett, R. E., & Wilson, T. D. (1977). Telling More Than 
We Can Know: Verbal Reports on Mental Processes. 
Psychological Review, 84(3), 231-259.

Nosek, B. A., & Banaji, M. R. (2001). The Go/No-Go Asso-
ciation Task. Social Cognition, 19(6), 625-664.

Nosek, B. A., Banaji, M. R., & Greenwald, A. G. (2002). 
Harvesting Implicit Group Attitudes and Beliefs 
From a Demonstration Web Site. Group Dynamics: 
Theory, Research, and Practice, 6(1), 101-115.

Nosek, B. A., Greenwald, A. G., & Banaji, M. R. (2007). 
The Implicit Association Test at Age 7: A Method-
ological and Conceptual Review. In J. A. Bargh (Ed.), 
Social Psychology and the Unconscious: The Auto-
maticity of Higher Mental Processes (pp. 265-292). 
New York: Psychology Press.

Nosek, B. A., & Riskind, R. G. (2012). Policy Implications 
of Implicit Social Cognition. Social Issues and 
Policy Review, 6(1), 113-147.

Nosek, B. A., Smyth, F. L., Hansen, J. J., Devos, T., Linder, 
N. M., Ranganath, K. A., et al. (2007). Pervasiveness 
and Correlates of Implicit Attitudes and Stereo-
types. European Review of Social Psychology, 18, 
36-88.

Ohio State University Human Resources (Produc-
er). (2013) The Impact of Implicit Bias. A short 
multimedia presentation retrieved from http://
www.youtube.com/watch?v=fL9__gD88xk&list=T-
LO3v7Mt7GkQoMH2y-Aw1FIyvqIHqMupd8

Ondraschek-Norris, S. (2013). Are You Guilty of Un-
conscious Bias About Job Roles? The Guardian. 
Retrieved from http://www.theguardian.com/
women-in-leadership/2013/aug/15/guilty-of-uncon-
scious-bias-job-roles

Oswald, F. L., Mitchell, G., Blanton, H., Jaccard, J., & 
Tetlock, P. E. (2013). Predicting Ethnic and Racial 
Discrimination: A Meta-Analysis of IAT Criterion 
Studies. Journal of Personality and Social Psycholo-
gy, 105(2), 171-192.

Palca, J. (2013). The Weight of a Med Student’s Subcon-
scious Bias. Shots: Health News from NPR, May 
23. Retrieved from http://www.npr.org/blogs/
health/2013/05/23/186294402/the-weight-of-a-
med-students-subconscious-bias

Papillon, K. (2013). The Court’s Brain: Neuroscience and 
Judicial Decision Making in Criminal Sentencing. 
Court Review, 49, 48-62.

Parsons, C. K., & Liden, R. C. (1984). Interviewer Percep-
tions of Applicant Qualifications: A Multivariate 
Field Study of Demographic Characteristics and 
Nonverbal Cues. Journal of Applied Psychology, 
69(4), 557-568.

Parsons, C. K., Liden, R. C., & Bauer, T. N. (2009). Person 
Perceptions in Employment Interviews. In M. Lon-
don (Ed.), How People Evaluate Others in Organiza-
tions (pp. 67-90): Taylor & Francis e-Library.

Paterson, E. (2013). Trayvon Martin and Implicit Bias. 
http://www.huffingtonpost.com/eva-paterson/tray-
von-martin-and-implic_b_3692331.html

Payne, B. K. (2001). Prejudice and Perception: The Role of 
Automatic and Controlled Processes in Misper-
ceiving a Weapon. Journal of Personality and Social 
Psychology, 81(2), 181-192.



83THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

Payne, B. K., Cheng, C. M., Govorun, O., & Stewart, B. D. 
(2005). An Inkblot for Attitudes: Affect Misattribu-
tion as Implicit Measurement. Journal of Personali-
ty and Social Psychology, 89(3), 277-293.

Peacock, L. (2013a, June 20). Alison Carnwath: ‘It’s Lone-
ly Being the Only Woman Chairman in FTSE 100’. 
The Telegraph. Retrieved from http://www.tele-
graph.co.uk/women/womens-business/10130738/
Alison-Carnwath-Its-lonely-being-only-wom-
an-chairman-in-FTSE-100.html

Peacock, L. (2013b, June 19). Female MPs: Publish 
Gender Pay Gap at Each Rank to Tackle ‘Women’s 
Problem’ in Business. The Telegraph. Retrieved 
from http://www.telegraph.co.uk/women/wom-
ens-business/10128621/Female-MPs-Publish-gen-
der-pay-gap-at-each-rank-to-tackle-womens-prob-
lem-in-business.html

Peck, T. C., Seinfeld, S., Aglioti, S. M., & Slater, M. (2013). 
Putting Yourself in the Skin of a Black Avatar 
Reduces Implicit Racial Bias. Consciousness and 
Cognition, 22(3), 779-787.

Penner, L. A., Dovidio, J. F., West, T. V., Gaertner, S. L., 
Albrecht, T. L., Dailey, R. K., et al. (2010). Aversive 
Racism and Medical Interactions with Black Pa-
tients: A Field Study. Journal of Experimental Social 
Psychology, 46(2), 436-440.

Peruche, B. M., & Plant, E. A. (2006). The Correlates 
of Law Enforcement Officers’ Automatic and 
Controlled Race-Based Responses to Criminal 
Suspects. Basic and Applied Social Psychology, 
28(2), 193-199.

Pettigrew, T. F. (1997). Generalized Intergroup Contact 
Effects on Prejudice. Personality and Social Psy-
chology Bulletin, 23(2), 173-185.

Pettigrew, T. F., & Tropp, L. R. (2006). A Meta-Analytic 
Test of Intergroup Contact Theory. Journal of Per-
sonality and Social Psychology, 90(5), 751-783.

Pettigrew, T. F., & Tropp, L. R. (2011). When Groups Meet: 
The Dynamics of Intergroup Contact. Philadelphia, 
PA: Psychology Press.

Phelps, E. A., O’Connor, K. J., Cunningham, W. A., Funaya-
ma, E. S., Gatenby, J. C., Gore, J. C., et al. (2000). Per-
formance on Indirect Measures of Race Evaluation 
Predicts Amygdala Activation. Journal of Cognitive 
Neuroscience, 12(5), 729-738.

Pichon, S., Gelder, B. d., & Grèzes, J. (2009). Two Different 
Faces of Threat: Comparing the Neural Systems 
for Recognizing Fear and Anger in Dynamic Body 
Expressions. NeuroImage, 47(4), 1873-1883.

Plant, E. A., Devine, P. G., Cox, W. T. L., Columb, C., Miller, 
S. L., Goplen, J., et al. (2009). The Obama Effect: 
Decreasing Implicit Prejudice and Stereotyping. 
Journal of Experimental Social Psychology, 45(4), 
961-964.

powell, j. a. (2013). How Implicit Bias and Structural 
Racialization Can Move us Toward Social and 
Personal Healing. Pathways to Racial Healing and 
Equity in the American South: A Community Philan-
thropy Strategy, 32-43

Quillian, L. (2008). Does Unconscious Racism Exist? 
Social Psychology Quarterly, 71(1), 6-11.

Quillian, L., & Pager, D. (2001). Black Neighbors, Higher 
Crime? The Role of Racial Stereotypes in Evalua-
tions of Neighborhood Crime. American Journal of 
Sociology, 107(3), 717-767.

Rachlinski, J. J., Johnson, S. L., Wistrich, A. J., & Guthrie, 
C. (2009). Does Unconscious Racial Bias Affect 
Trial Judges? Notre Dame Law Review, 84(3), 1195-
1246.

Reeves, A. N. (2013a). Unconscious Bias in Medicine: 
An Advocate’s Perspective. On Provocative 
Conversations with Arin: BlogTalkRadio. http://
www.blogtalkradio.com/thenextionsleadership-
matrix/2013/05/07/unconscious-bias-in-medi-
cine-an-advocates-perspective.

Reeves, A. N. (2013b). Unconscious Bias in Medicine: 
An Educator’s Perspective. On Provocative 
Conversations with Arin: BlogTalkRadio. http://
www.blogtalkradio.com/thenextionsleadership-
matrix/2013/05/14/unconscious-bias-in-medi-
cine-an-educators-perspective.

Reskin, B. (2000). The Proximate Causes of Employment 
Discrimination. Contemporary Sociology, 29(2), 
319-328.

Reskin, B. (2005). Unconsciousness Raising. Regional 
Review, 14(3), 32-37.

Reynolds, C. (2013). Implicit Bias and the Problem of 
Certainty in the Criminal Standard of Proof. Law 
and Psychology Review, 37, 229-248.

Richards-Yellen, L. (2013). Removing Implicit Bias from 
the Hiring Process. Young Lawyer, 17(7), 



APPENDIX C

84 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

Richardson, L. S. (2011). Arrest Efficiency and the 
Fourth Amendment. Minnesota Law Review, 95(6), 
2035-2098.

Richardson, L. S., & Goff, P. A. (2013). Implicit Racial Bias 
in Public Defender Triage. The Yale Law Journal, 
122(8), 2626-2649.

Richeson, J. A., & Nussbaum, R. J. (2004). The Impact of 
Multicultrualism Versus Color-Blindness on Racial 
Bias. Journal of Experimental Social Psychology, 
40(3), 417-423.

The Rise of Asian Americans. (2012). Washington, D.C.: 
Pew Research Center.

Rivera, L. A. (2012). Hiring as Cultural Matching: The 
Case of Elite Professional Service Firms. American 
Sociological Review, 77(6), 999-1022.

Roberson, L., Deitch, E. A., Brief, A. P., & Block, C. J. 
(2003). Stereotype Threat and Feedback Seeking 
in the Workplace. Journal of Vocational Behavior, 
62(1), 176-188.

Roberson, L., & Kulik, C. T. (2007). Stereotype Threat at 
Work. Academy of Management Perspectives, 21(7), 
24-40.

Roberts, A. (2012). (Re)forming the Jury: Detection and 
Disinfection of Implicit Juror Bias. Connecticut Law 
Review, 44(3), 827-882.

Ronquillo, J., Denson, T. F., Lickel, B., Lu, Z.-L., Nandy, A., 
& Maddox, K. B. (2007). The Effects of Skin Tone on 
Race-Related Amygdala Activity: An fMRI Investi-
gation. Social Cognitive and Affective Neuroscience, 
2(1), 39-44.

Roos, L. E., Lebrecht, S., Tanaka, J. W., & Tarr, M. J. (2013). 
Can Singular Examples Change Implicit Attitudes 
in the Real-World? Frontiers in Psychology, 4(594), 
1-14.

Rooth, D.-O. (2007). Implicit Discrimination in Hiring: 
Real World Evidence (Discussion Paper No. 2764). 
Bonn, Germany: Forschungsinstitut zur Zukunft 
der Arbeit / Institute for the Study of Labor.

Rosette, A. S., Leonardelli, G. J., & Phillips, K. W. (2008). 
The White Standard: Racial Bias in Leader Cate-
gorization. Journal of Applied Psychology, 93(4), 
758-777.

Ross, H. (2008). Proven Strategies for Addressing 
Unconscious Bias in the Workplace. New York, NY: 
Diversity Best Practices.

Ross, H. (Producer). (2013, May 16) Presentation Excerpt 
on Unconscious Bias. Short video clip retrieved 
from http://www.youtube.com/watch?v=g-
5Go-4Q1RCs

Ross, S. L., & Turner, M. A. (2005). Housing Discrimina-
tion in Metropolitan America: Explaining Changes 
between 1989 and 2000. Social Problems, 52(2), 
152-180.

Rudman, L. A. (2004a). Social Justice in Our Minds, 
Homes, and Society: The Nature, Causes, and Con-
sequences of Implicit Bias. Social Justice Research, 
17(2), 129-142.

Rudman, L. A. (2004b). Sources of Implicit Attitudes. 
Current Directions in Psychological Science, 13(2), 
79-82.

Rudman, L. A., & Glick, P. (2001). Prescriptive Gender 
Stereotypes and Backlash Toward Agentic Women. 
Journal of Social Issues, 57(4), 743-762.

Rudman, L. A., & Kilianski, S. E. (2000). Implicit and 
Explicit Attitudes Toward Female Authority. 
Personality and Social Psychology Bulletin, 26(11), 
1315-1328.

Rutland, A., Cameron, L., Milne, A., & McGeorge, P. 
(2005). Social Norms and Self-Presentation: Chil-
dren’s Implicit and Explicit Intergroup Attitudes. 
Child Development, 76(2), 451-466.

Sabin, J. A., & Greenwald, A. G. (2012). The Influence of 
Implicit Bias on Treatment Recommendations for 4 
Common Pediatric Conditions: Pain, Urinary Tract 
Infection, Attention Deficit Hyperactivity Disorder, 
and Asthma. American Journal of Public Health, 
102(5), 988-995.

Sabin, J. A., Nosek, B. A., Greenwald, A. G., & Rivara, F. P. 
(2009). Physicians’ Implicit and Explicit Attitudes 
About Race by MD Race, Ethnicity, and Gender. 
Journal of Health Care for the Poor and Under-
served, 20(3), 896-913.

Sadler, M. S., Correll, J., Park, B., & Judd, C. M. (2012). The 
World Is Not Black and White: Racial Bias in the 
Decision to Shoot in a Multiethnic Context. Journal 
of Social Issues, 68(2), 286-313.

Sampson, R. J., & Raudenbush, S. W. (2004). Seeing 
Disorder: Neighborhood Stigma and the Social 
Construction of ‘Broken Windows’. Social Psycholo-
gy Quarterly, 67(4), 319-342.



85THE OHIO STATE UNIVERSITY • KIRWAN INSTITUTE.OSU.EDU 

Santry, H. P., & Wren, S. M. (2012). The Role of Uncon-
scious Bias in Surgical Safety and Outcomes. Surgi-
cal Clinics of North America, 92(1), 137-151.

Saujani, R. M. (2003). ‘The Implicit Association Test’: 
A Measure of Unconscious Racism in Legislative 
Decision-making. Michigan Journal of Race and 
Law, 8(2), 395-423.

Saul, J., & Warburton, N. (2013). Jennifer Saul on Implicit 
Bias. On Philosophy Bites. http://philosophybites.
libsyn.com/jennifer-saul-on-implicit-bias.

Schiller, J. H., Bowden, C., Mills, J., Lang, E., Dickson, H. 
K., Hamann, H. A., et al. (2013). The Assessment 
of Explicit and Implicit Attitudes Toward Lung 
Cancer, Relative to Breast Cancer. Chicago, IL: 
American Society of Clinicial Oncology - 2013 An-
nual Meeting Poster. http://www.gene.com/assets/
frontend/pdf/content/events/asco/GenentechL-
CP_ASCO%20Poster_Final.pdf.

Schmidt, K., & Nosek, B. A. (2010). Implicit (and Explicit) 
Race Attitudes Barely Changed During Barack 
Obama’s Presidential Campaign and Early Presi-
dency. Journal of Experimental Social Psychology, 
46(2), 308-314.

Schulman, K. A., Berlin, J. A., Harless, W., Kerner, J. F., 
Sistrunk, S., Gersh, B. J., et al. (1999). The Effect of 
Race and Sex on Physicians’ Recommendations for 
Cardiac Catherization. The New England Journal of 
Medicine, 340(8), 618-626.

Schwemm, R. G. (2007). Why Do Landlords Still Discrim-
inate (and What Can Be Done About It)? The John 
Marshall Law Review, 40(2), 455-512.

Segrest Purkiss, S. L., Perrewé, P. L., Gillespie, T. L., 
Mayes, B. T., & Ferris, G. R. (2006). Implicit Sources 
of Bias in Employment Interview Judgments and 
Decisions. Organizational Behavior and Human 
Decision Processes, 101(2), 152-167.

Sen, R. (2013). The Racist Mind. Colorlines. Retrieved 
from http://colorlines.com/archives/2013/07/
rinku_sen_thinking_through_racism.html

Shah, S. (2010). Equality: Unconscious Bias and the 
Mini-Me Syndrome. HR Magazine. Retrieved 
from http://www.hrmagazine.co.uk/hro/fea-
tures/1018706/equality-unconscious-bias-mini-syn-
drome

Shih, M., Wang, E., Bucher, A. T., & Stotzer, R. (2009). 
Perspective Taking: Reducing Prejudice Towards 
General Outgroups and Specific Individuals. Group 
Processes & Intergroup Relations, 12(5), 565-577.

Shih, M. J., Stotzer, R., & Gutiérrez, A. S. (2013). Per-
spective-Taking and Empathy: Generalizing the 
Reduction of Group Bias Towards Asian Americans 
to General Outgroups. Journal of Abnormal Psy-
chology, 4(2), 79-83.

Sigall, H., & Page, R. (1971). Current Stereotypes: A Little 
Fading, A Little Faking. Journal of Personality and 
Social Psychology, 18(2), 247-255.

Smiley, T. (Writer). (2013). Social Psychologist Anthony 
Greenwald Interview on Blindspot: PBS. http://vid-
eo.pbs.org/video/2341118427/.

Soderberg, C. K., & Sherman, J. W. (2013). No Face is 
an Island: How Implicit Bias Operates in Social 
Scenes. Journal of Experimental Social Psychology, 
49(2), 307-313.

Son Hing, L. S., Chung-Yan, G. A., Hamilton, L. K., & 
Zanna, M. P. (2008). A Two-Dimensional Model that 
Employs Explicit and Implicit Attitudes to Charac-
terize Prejudice. Journal of Personality and Social 
Psychology, 94(6), 971-987.

Steele, C. M. (1997). A Threat in the Air: How Stereotypes 
Shape Intellectual Identity and Performance. Amer-
ican Psychologist, 52(6), 613-629.

Steele, C. M., & Aronson, J. (1995). Stereotype Threat and 
the Intellectual Test Performance of African Amer-
icans. Journal of Personality and Social Psychology, 
69(5), 797-811.

Steele, J. (2013, July 17). Trayvon Martin, George Zim-
merman and Implicit Bias. https://www.aclunc.
org/blog/blog_-_trayvon_martin,_george_zimmer-
man_and_implicit_bias.shtml

Steffens, M. C. (2004). Is the Implicit Association Test 
Immune to Faking? Experimental Psychology, 51(3), 
165-179.

Stone, J., & Moskowitz, G. B. (2011). Non-Conscious Bias 
in Medical Decision Making: What Can Be Done to 
Reduce It? Medical Education, 45(8), 768-776.

Strauss, S. (2013). Implicit Bias and Employment Dis-
crimination. In M. A. Paludi (Ed.), Women and Man-
agement: Global Issues and Promising Solutions 
(Vol. 1 - Cultural and Organizational Stereotypes, 
Prejuidce, and Discrimination, pp. 175-190). Santa 
Barbara, CA: ABC-CLIO, LLC.



APPENDIX C

86 KIRWAN INSTITUTE FOR THE STUDY OF RACE AND ETHNICITY

Sy, T., Shore, L. M., Strauss, J., Shore, T. H., Tram, S., 
Whiteley, P., et al. (2010). Leadership Perceptions 
as a Function of Race-Occupation Fit: The Case of 
Asian Americans. Journal of Applied Psychology, 
95(5), 902-919.

Teal, C. R., Gill, A. C., Green, A. R., & Crandall, S. (2012). 
Helping Medical Learners Recognise and Manage 
Unconscious Bias Toward Certain Patient Groups. 
Medical Education, 46(1), 80-88.

Telzer, E. H., Humphreys, K. L., Shapiro, M., & Totten-
ham, N. (2013). Amygdala Sensitivity to Race Is Not 
Present in Childhood but Emerges over Adoles-
cence. Journal of Cognitive Neuroscience, 25(2), 
234-244.

Terbeck, S., Kahane, G., McTavish, S., Savulescu, J., 
Cowen, P. J., & Hewstone, M. (2012). Propranolol 
Reduces Implicit Negative Racial Bias. Psychophar-
macology, 222(3), 419-424.

Tetlock, P. E., Mitchell, G., & Anastasopoulos, L. J. (2013). 
Detecting and Punishing Unconscious Bias. Journal 
of Legal Studies, 42(1), 83-110.

Tinkler, J. E. (2012). Controversies in Implicit Race Bias 
Research. Sociology Compass, 6(12), 987-997.

Title VII of the Civil Rights Act of 1964. Section 703. 
Retrieved from http://www.eeoc.gov/laws/statutes/
titlevii.cfm.

Todd, A. R., Bodenhausen, G. V., Richeson, J. A., & 
Galinsky, A. D. (2011). Perspective Taking Combats 
Automatic Expressions of Racial Bias. Journal of 
Personality and Social Psychology, 100(6), 1027-
1042.

Township of Mount Holly v. Mt. Holly Gardens, 11-1507 
(U.S. Supreme Court). Brief of Sociologists, Social 
and Organizational Psychologists, and Legal Schol-
ars as Amici Curiae Supporting Respondents.

Tulsiani, R. (2013). The Disease of Unconscious Bias. HR 
Review. Retrieved from http://www.hrreview.co.uk/
analysis/analysis-recruitment/raj-tulsiani-the-dis-
ease-of-unconscious-bias/43549

Turner, M. (2013, June 11). A Glass Half Full? Discrimi-
nation Against Minority Homeseekers. http://blog.
metrotrends.org/2013/06/glass-full-discrimina-
tion-minority-homeseekers/

Turner, M. A., Santos, R., Levy, D. K., Wissoker, D., Aran-
da, C., Pitingolo, R., et al. (2013). Housing Discrim-
ination Against Racial and Ethnic Minorities 2012. 
Washington, D.C.: U.S. Department of Housing and 
Urban Development. Office of Policy Development 
and Research.

Uhlmann, E. L., & Cohen, G. L. (2007). “I think it, there-
fore it’s true”: Effects of self-perceived objectivity 
on hiring discrimination. Organizational Behavior 
and Human Decision Processes, 104(2), 207-223.

Vander Velde, J. (2013, November 24). USF Professor 
Challenges Law Enforcement to Examine Bias. 
Tampa Bay Times. Retrieved from http://www.tam-
pabay.com/news/publicsafety/usf-professor-chal-
lenges-cops-to-examine-bias/2154068

Vanman, E. J., Saltz, J. L., Nathan, L. R., & Warren, J. A. 
(2004). Racial Discrimination by Low-Prejudiced 
Whites: Facial Movements as Implicit Measures 
of Attitudes Related to Behavior. Psychological 
Science, 15(11), 711-714.

Vedantam, S. (2013a, July 19). How To Fight Racial Bias 
When It’s Silent and Subtle. http://www.npr.org/
blogs/codeswitch/2013/07/19/203306999/How-To-
Fight-Racial-Bias-When-Its-Silent-And-Subtle

Vedantam, S. (2013b, April 22). What Does Modern 
Prejudice Look Like? http://www.npr.org/blogs/
codeswitch/2013/04/22/177455764/What-Does-
Modern-Prejudice-Look-Like

Vorauer, J. D. (2012). Completing the Implicit Associa-
tion Test Reduces Positive Intergroup Interaction 
Behavior. Psychological Science, 23(10), 1168-1175.

Washington, J. (2013). After Racial Slurs Become 
Public Fodder, Transgressors Have a Common 
Response: I’m Not Racist. (May 24). Retrieved from 
http://www.calgaryherald.com/sports/After+ra-
cial+slurs+become+public+fodder+transgres-
sors+have/8426690/story.html

Wax, A. L. (1999). Discrimination as Accident. Indiana 
Law Journal, 74(4), 1129-1231.

Weisse, C. S., Sorum, P. C., Sanders, K. N., & Syat, B. L. 
(2001). Do Gender and Race Affect Decisions About 
Pain Management? Journal of General Internal 
Medicine, 16(4), 211-217.



Wexler, M., Bogard, K., Totten, J., & Damrell, L. (2013). 
Implicit Bias and Employment Law: A Voyage into 
the Unknown. Bloomberg Law. Retrieved from 
http://about.bloomberglaw.com/practitioner-con-
tributions/implicit-bias-evidence-and-employ-
ment-law-a-voyage-into-the-unknown/

Whalen, P. J., Shin, L. M., McInerney, S. C., Fischer, H., 
Wright, C. I., & Rauch, S. L. (2001). A Functional 
MRI Study of Human Amygdala Responses to 
Facial Expressions of Fear Versus Anger. Emotion, 
1(1), 70-83.

White III, A. A. (2011). Seeing Patients: Unconscious Bias 
in Health Care. Cambridge, MA: Harvard University 
Press.

Wickes, R., Hipp, J. R., Zahnow, R., & Mazerolle, L. (2013). 
“Seeing” Minorities and Perceptions of Disorder: 
Explicating the Mediating and Moderating Mech-
anisms of Social Cohesion. Criminology, 51(3), 
519-560.

Wienk, R. E., Reid, C. E., Simonson, J. C., & Eggers, F. J. 
(1979). Measuring Racial Discrimination in Amer-
ican Housing Markets: The Housing Market Prac-
tices Survey. Washington, D.C.: U.S. Department of 
Housing and Urban Development. Office of Policy 
Development and Research.

Wiley, M. (2013). Inside Our Racist Brains. Salon. Re-
trieved from http://www.salon.com/2013/07/18/
inside_george_zimmermans_brain/

Wilkerson, I. (2013, September). No, You’re Not Imagin-
ing It. Essence, 44, 132-137.

Willis, J. (2013, July 14). Trayvon’s Ultimate Issue: An 
Implicitly Unjust Justice System. http://www.huff-
ingtonpost.com/jarryd-willis/trayvons-ultimate-is-
sue-a_b_3595313.html

Wilson, T. D., & Dunn, E. W. (2004). Self-Knowledge: 
Its Limits, Value, and Potential for Improvement. 
Annual Review of Psychology, 55, 493-518.

Wilson, T. D., Lindsey, S., & Schooler, T. Y. (2000). A Mod-
el of Dual Attitudes. Psychological Review, 107(1), 
101-126.

Wittenbrink, B., Judd, C. M., & Park, B. (2001). Sponta-
neous Prejudice in Context: Variability in Automat-
ically Activated Attitudes. Journal of Personality 
and Social Psychology, 81(5), 815-827.

Woodcock, A., & Monteith, M. J. (2013). Forging Links 
with the Self to Combat Implicit Bias. Group Pro-
cesses & Intergroup Relations, 16(4), 445-461.

Word, C. O., Zanna, M. P., & Cooper, J. (1974). The 
Nonverbal Mediation of Self-Fulfilling Prophecies 
in Interracial Interaction. Journal of Experimental 
Social Psychology, 10(2), 109-120.

Yinger, J. (1998). Evidence on Discrimination in Consum-
er Markets. The Journal of Economic Perspectives, 
12(2), 23-40.

Ziegert, J. C., & Hanges, P. J. (2005). Employment 
Discrimination: The Role of Implicit Attitudes, 
Motivation, and a Climate for Racial Bias. Journal 
of Applied Psychology, 90(3), 553-562.

Zimmerman, I. (2013). Implicit Attitudes Can Help 
Promote Green Consumer Behavior. Psychology 
Today. Retrieved from http://www.psycholo-
gytoday.com/blog/sold/201306/implicit-atti-
tudes-can-help-promote-green-consumer-behavior







©
 2

0
14

 K
IR

W
A

N
 IN

S
T

IT
U

T
E 

FO
R

 T
H

E 
S

T
U

D
Y

 O
F 

R
A

C
E 

A
N

D
 E

T
H

N
IC

IT
Y

The Ohio State University
33 West 11th Avenue 
Columbus, Ohio 43201

Phone: (614) 688-5429
Fax: (614) 688-5592

www.KirwanInstitute.osu.edu

 /KirwanInstitute

WITH FUNDING FROM THE W. K. KELLOGG FOUNDATION




